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Estimating subsurface petro-physical properties from raw and conditioned  

seismic reflection data: A comparative study 
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*Corresponding author: prabodhkk.rs.min15@itbhu.ac.in 

 

ABSTRACT 

The data conditioning plays an important role in simultaneous seismic inversion process as in some cases, it 

improves the resolution of the inverted results, while in other cases, it degrades the solution dramatically. 

Therefore, it needs to be studied carefully. The objective of the present study is to quantify the advantages 

of performing pre-stack data conditioning, prior to estimation of subsurface petro-physical parameters. In 

present study, a very simple and straight forward method of testing the effects of data conditioning on 

simultaneous inversion, have been chosen and inversion is performed over the original processed gathers, 

as well as the conditioned gathers to measure the difference in intermediate steps of the workflow. In this 

regard, initially, one trace is inverted and compared with original curve from well log to test the algorithm. 

The correlation between the two is estimated to be 0.82 for raw gather and 0.87 for conditioned gather. 

Further, the entire seismic volume is inverted for impedance, density and lamé parameters in inter well 

region, thereafter, and the cross plots between inverted section are computed. The results of the analysis 

indicate that the reservoir is devoid of hydrocarbon. The analysis depict that the inversion of conditioned 

data produces a result, which is of more valuable to an interpreter as compared to the inversion of raw 

gather. 

Keywords: Acoustic Impedance, Seismic Processing, Data Conditioning, Hydrocarbon, Scotian Basin 

(Canada) 

INTRODUCTION  

Seismic inversion methods have been widely used to 

locate potential oil and gas reservoirs, as well as to 

provide information on the physical properties of the 

reservoir rocks. Changes in physical properties of the 

rock such as density, seismic acoustic impedance, 

cause a significant influence that could be observed in 

a high quality seismic data. Earlier, only post-stack 

seismic inversion method was used routinely to 

estimate acoustic impedance (P- impedance) and 

characterize the reservoir. However, this approach 

gives insufficient information about the reservoir, since 

P- impedance alone is unable to distinguish the effects 

between lithology and fluid content. Fortunately, this 

limitation has been overcome by extracting 

information from the shear impedance (S-impedance) 

seismic data, to describe the fluid content of the area in 

a precise manner (Maurya et al., 2018, 2019).  

Presently with the advent of new technologies, the 

prime aim is to increase the resolution of seismic 

inversion by increasing the signal to noise ratio of 

seismic gather. Therefore, some researchers tried to use 

pre-conditioning of gather for improving the signal to 

noise ratio. However, some other researchers (Chopra 

and Sharma, 2016; Singleton, 2009) have shown that 

the pre-conditioning technique degrades inversion 

results significantly. Therefore, the present study is 

aimed to demonstrate the effect of data conditioning on 

simultaneous inversion method for the seismic data 

from Penobscot, Canada. 

The simultaneous inversion method estimates P-

impedance, S-impedance, density, VP VS⁄  ratio by 

inverting each partial angle stack data simultaneously, 

using the extracted wavelet from each angle stack. The 

inversion results such as Density (ρ), Lambda-rho (λρ) 

(Incompressibility), and Mu-rho (µρ) (Rigidity) are 

proven useful for reservoir characterization of the 

prospective area.  

The purpose of pre-stack simultaneous inversion is to 

obtain reliable estimation of P-wave velocity (VP), S-

wave velocity (VS), and density (ρ) for predicting the 

fluid and lithological property of Earth is subsurface. 

mailto:prabodhkk.rs.min15@itbhu.ac.in
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Simmons and Backus (1996) inverted the linearized P-

reflectivity (RP), S-reflectivity (RS) and density 

reflectivity (RD), where  

RP =  
1

2 
[
ΔVP

VP
+

Δρ

ρ
]                   (1) 

    RS =
1

2
[
ΔVS

VS
+

Δρ

ρ
]                (2) 

    RD =  
Δρ

ρ
                                     (3) 

   The reflectivity, as given in eqs. 1-3 can be 

approximated from the Aki-Richards equation which is 

angle dependent R(θ) (Richards and Frasier, 1976; 

Maurya and Sarkar, 2016). Density (ρ) and P-wave 

velocity (VP) may be associated with the Gardner’s 

relationship (a=0.31, m=0.25; Gardner et al., 1974), as 

following. 

 Δρ

ρ
=

1

4

ΔVP

VP
,                                   (4) 

  On the other hand, the P-wave velocity and S-wave 

velocity is related to each other by Castagna’s equation 

(Castagna et al., 1985; Maurya and Singh, 2017) in the 

following way. 

VP = 1.16VS  + 1360                          (5) 

   Various inversion techniques for evaluating and 

interpreting reflection seismic data have been utilized 

since several decades. Some of them are based upon 

the Zoeppritz and Knott equation (Shuey, 1985; 

Maurya and Singh, 2015) which has been modified, 

and Aki and Richards, (1980), give the most common 

incarnation. This modification reduced 16 equations 

with 16 unknown parameters to a single equation with 

three unknown parameters of Knott-Zoeppritz under 

some assumptions. 

In this study, the attempt is made to describe the effect 

of data conditioning on pre-stack inversion of seismic 

data from the Penobscot area of Scotian Basin, Canada.  

STUDY AREA 

The Penobscot area of Scotian Basin (Canada) covers 

an area of 90.27 km2 with sediment depth reaching up 

to 18 km. The survey was conducted in 1992.The 

seismic data covers an area of 66 km2 and was acquired 

in a 12.5 m by 25 m (inline by cross-line) bin size with 

60-fold coverage and 2 ms sampling rate. Geologically, 

the Scotian Basin evolved in the Triassic Period. When 

the North American plate separated from the African 

plate, after the break-up of Pangaea, it created 

interconnected rift basins, including the Scotian Basin. 

Figure 1 gives better description of the geology of 

Scotian Basin (Mandal and Srivastava, 2018). The 

bandwidth of seismic data is 08-40 Hz. In this region, 

the well Penobscot L-30 was drilled to a depth of 

4237m. The Lower Logan Canyon sands in L-30 were 

considered oil bearing (minor accumulation). In this 

work, the available seismic data are pre-stack offshore 

3Ddata. The seismic survey coverage ranges from 

Inline 1000 to 1600 and X-line 1161 to 1200 for each 

volume. The angle stacks (0° - 30°, post-stack) are 

used. This stack is loaded as post-stack data into the 

Hampson Russell Software (HRS), before creating 

pseudo gathers (pre-stack) by extracting a trace from 

each volume. This seismic loading workflow definitely 

differs from the conventional workflow of 

simultaneous inversion, where pre-stack volume is 

created from given post-stack volumes. A complete 

well log data per well is needed before proceeding with 

the simultaneous inversion. The essential data required 

for the inversion workflow are P-wave sonic, S-wave 

sonic, density and check shot logs. The cross plot 

approach is being applied on the L-30 well in order to 

determine the feasibility of the simultaneous seismic 

inversion process on the dataset, before proceeding to 

the full inversion workflow.  

METHODOLOGY 

In the present study the work of both Buland et al., 

(1996), Simmons and Backus (2003), has been 

extended to build an approach that inverts P-impedance 

(ZP = ρVP), S-impedance (ZS  =  ρVS), and density (ρ) 

through an approximation similar to that of Buland and 

Omre (2003) and using constraints similar to Simmons 

and Backus (1996).  

The Aki-Richards equation was redefining by (Fatti et 

al., 1994) for small angle (Niu et al., 2018) as  

R(θ) = c1RP + c2RS + c3RD,      (6) 
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   Where c1 = 1 + tan2𝜃, c2= - 8γsin2𝜃, c3= - 0.5tan2𝜃 

+2γsin2𝜃 and γ =(𝑉𝑆/𝑉𝑃)2  and the three reflectivity 

terms are as per eqs. 1, 2 and 3 (Hampson et al., 2005). 

For an angle trace T(𝜃) we can write 

 T (θ) =
1

2
c1W(θ)DLP +

1

2
c2W(θ)DLS + 

1

2
c3W(θ)DLD           (7) 

   Where LS = ln(ZS) and LD = ln(ρ). Eq. (7) could be 

used for inversion, except that it ignores the 

relationship between LP with LS and LD. Since in this 

approach, we deal with impedance and take logarithms, 

our relationships are different than those given by 

Simmons and Backus (1996) and are given as 

ln(ZS) = kln (ZP) + kC + ΔLS ,   (8) 

 

 

Figure 1. Stratigraphy of Scotian Basin (Mandal and Srivastava 2018). 

ln(ZD) = mln(ZP) + mC + ΔLD,   (9) 

   Where coefficients (k, 𝑘C, and 𝑚C) are calculated 

using well log data in the area, ΔLS and ΔLD represent 

the deviation from background trend due to presence of 

hydrocarbons. 

   Now, the simultaneous inversion can be derived. 

Starting with Fatti’s version of the Aki-Richards 

equations, these equations model the reflection 

amplitude as a function of incident angle. Using these 

equations and the previous relationships between the P-
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impedance, S-impedance and density changes, the 

modified Fatti’s equation is written as: 

(θ) = cʹ1W(θ)DLP + cʹ2W(θ)DLS

+ cʹ3W(θ)DLD       (10) 

Where: cʹ1 =
1

2
𝑐1 +

1

2
k𝑐2 + m𝑐3, cʹ2= 

1

2
 𝑐₂, and 

 cʹ3 = 𝑐3.W(𝜃) is the wavelet at angle 𝜃, D is the 

differentiation derivative operator, and LP =ln (ZP). 

Equation (10) can be written in this form of matrix 

[

T(θ1)
T(θ2)

⋮
T(θN)

] = [

c′1(θ1)W(θ1)D c′2(θ1)W(θ1)D c′3(θ1)W(θ1)D

c′1(θ2)W(θ2)D c′2(θ2)W(θ2)D c′3(θ2)W(θ2)D
⋮ ⋮ ⋮

c′1(θN)W(θN)D c′2(θN)W(θN)D c′3(θN)W(θN)D

] [

LP

∆LS

∆LD

]         

(11) 

If eq. (11) is solved by matrix inversion methods, the 

problem of poor resolution of frequency component is 

encountered. So, a practical approach is to initialize the 

solution to [ LP  ΔLS  ΔLD ]T = [log (ZP) 0 0]T, where 

ZP is the initial impedance model (Larsen, 1999). 

In practice, pre-stack inversion involves the following 

steps: 

Note that if the angle is zero then this equation reduces 

to zero-offset (model-based) inversion. In equation, we 

invert for LP, LS and LD. In practice, simultaneous 

inversion involves the following steps by using the 

Hampson Russell Software (HRS): 

1. From CMP gathers, we have the following 

information: 

• A set of N angle traces; 

• A set of N wavelets for each angle; 

• Initial model values for ZP. 

2. Compute the coefficient values for k and m using 

well-log data. 

3. Start with initial guess model. 

[LP  ΔLS  ΔLD]T  =  [log(ZP) 0 0]T, (12) 

4. Apply the inversion. 

5. Compute the final values of ZP, ZS and ρ using 

eqs. 13-15. 

                   ZP = exp (LP),     (13)                          

    ZS = exp (kLP +  kC +  ΔLS),   (14) 

ρ = exp (mLP  + mC  + ΔLD),   (15) 

   Note that the initial model guess representing the 

initial model of P-impedance, while ΔLS and ΔLD are 

initialized with zero values in this iteration (Maurya 

and Singh, 2015). 

 LAMBDA-MU-RHO (LMR TRANSFORM 

The LMR (Lambda-mu-rho) transform was originally 

proposed by Goodway et al., 1997. LMR uses the 

following relationships between VP, VS, ρ and the 

Lamé parameters - Lambda (λ) and Mu(μ): 

 VP = √
λ + 2μ

ρ
           (16) 

and 

VS = √
μ

ρ
                  (17) 

Therefore 

ZS
2   = (ρVS)2 =  μρ                (18) 

and 

 ZP
2   = (ρVP)2 = (λ + 2μ)ρ  (19) 

So,                                        

              λρ = ZP
2 − 2 ZS

2             (20) 

Through seismic inversion, the above equations 

express P-impedance and S-impedance in rock 

properties. Many scientists claim that λ and μ help to 

discriminate fluid effects from lithology effects. 

Further, the Lamé parameters are derived by extracting 

the P-wave and S-wave reflectivity from pre- stack 

seismic data and inverting them to P-wave and S-wave 

impedances (assuming that VP /VS = 2). Then μρ is 

estimated by (VS)2 and λρ is estimated by (VP)2 − 2μρ. 

DATA CONDITIONING  

As mentioned before, data conditioning is very 

important step in simultaneous inversion method. Data 

conditioning improves signal to noise ratio and hence 

increases inversion resolution. The data conditioning is 

applied in the following way: First, if the data is in 

offset domain and not in the angle domain, it needs to 

be converted into angle domain. A full offset stack is 

not modeled by the Aki-Richards equation, as it is a 

mix of offsets, and cannot be used for pre-stack 
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inversion (Singleton, 2009). The data conditioning has 

five major steps, namely: Band pass filtering, Muting, 

Super gather, parabolic radon transforms and Trim 

statics. These steps are described in the following 

sections. 

   The first step of data conditioning is band-pass 

filtering. The Bandpass filter process allows applying a 

band-pass filter to a subset of seismic data. 

Additionally, the data can be shifted in time or in 

phase. This filter can suppress noise and does not 

affect the wavelet shape. This filter is very important 

because the frequency of seismic signals decrease with 

seismic time, due to the absorption of the higher 

frequencies (Yilmaz, 2001).  

The Muting is the second step of data conditioning. 

This option applies to an offset-dependent mute to a 

range of gathers. Muting removes faulty data from a 

set of gathers by setting the amplitude for this data to 

zero, so only the reliable data is used for the inversion. 

Usually mute is applied after Normal moveout 

correction (NMO) correction to remove the effect of 

NMO stretch but can also compensate for other errors, 

such as refractions and geometric noise (Robinson et 

al., 1986). The amplitude of the upper part is set to 

zero. 

The super gather process is third step of data 

conditioning. It forms average CDPs to enhance the 

signal-to-noise ratio, by collecting adjacent CDPs and 

adding them together (Mari et al., 1999; Singleton, 

2009). The reflectors in the super gathers are more 

clearly visible. 

The Parabolic Radon Filter process is the fourth step of 

the data conditioning. The process is either multiples 

elimination or radon noise suppression. The model 

parameters are set to identify the long-period multiples 

or the random noise within the data. After the model is 

created, then Radon Transform subtracts the model of 

these multiples or noise from the data, leaving a data 

set that is greatly reduced in noise and optimizes the 

traces (Yilmaz, 1990). The resulted gathers show high 

signal to noise ratio (S/N ratio). Radon Transform is 

generally applied to NMO-corrected data, the key 

events should have a moveout of about 0ms, while any 

multiples should have effective moveouts. A primary 

set of parameters in this procedure is the number of 

parabolas used and their moveout range. 

The multiple attenuation minimizes this object function 

 𝐽 = 𝜆(𝑚𝑜𝑑 𝑚)𝑝 + [𝑚𝑜𝑑(𝐿𝑚 − 𝑑)]2 (21)                                                  

where l = weight factor, m = model in Radon 

domain, L = Radon transform operator, d = data 

and p = range from 0 to 2, where 0 is the sparsest and 2 

is normal least squares solution. 

The solution that minimizes the object function J is 

𝑚 = (𝜆𝑃−1 + 𝐿𝐻𝐿)−1𝐿𝐻𝐷     (22) 

Where P is a diagonal matrix, 

𝑃𝑎̅ = |𝑚𝑖|2−𝑝 + 𝑏                  (23) 

This is called the "Prior P". 

Since J is minimized in the frequency domain, the 

solution m is, for each frequency: 

𝑚(𝜔) = (𝜆𝑃−1 + 𝐿𝐻𝐿)−1𝐿𝐻𝐷         (24)  

The prior P can be either frequency dependent:  

  𝑃𝑎̅ = |𝑚𝑖(𝜔)|2−𝑝 + 𝑏      (25) 

Or frequency independent, where P is constructed with 

an average model over a frequency range:  

𝑃𝑎̅ =  |𝑚̅𝑖|2−𝑝 + 𝑏   (26) 

 

The trim statics process is the last step of data 

conditioning. It fixes migration move-out problems on 

pre-stack data. It attempts to determine an optimal shift 

to apply to each trace in a gather. The shift is 

determined by cross correlating each trace with a 

reference trace to make the input trace better match 

with the reference trace (Singleton, 2009). Usually the 

reference trace is the CDP stacked trace. The resulted 

gathers show very flat horizons. The high (> 60Hz) and 

low frequencies (< 10Hz) are removed from seismic 

data. Figure 2 shows the flowchart of the pre-stack 

inversion.
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Figure 2. Flow chart of the prestack inversion. 

  Figure 3 displays the conditioned data gathers step by 

step. Figure 3a is raw pre stack seismic gather, Figure 

3b shows band-pass filtered gather, Figure 3c, 3d, 3e 

and 3f depict Muted gather, super gather, parabolic 

radon transforms and Trim static gather respectively. 

The improved signal to noise ratio zone is highlighted 

by the arrow and ellipse in the respective figures. 

 

 

Figure 3. (a) Seismic section, (b) Bandpass section, (c) Mute section, (d) Super gather section, (e) 

Parabolic radon transform section and (f) Trim Statics section. 
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SEISMIC TO WELL TIE 

Seismic reflection data produces 3D earth image, 

which is based on large scale P impedance 

variations and relatively low frequency content in 

time domain, whereas well logs analysis is 

executed at higher frequencies, in depth domain. 

By linking those two information types, it is 

remains critical to understand the spatial 

extensions of rock physics properties and 

therefore to characterize reservoir geometries. The 

usual method consists in explaining the true time-

depth relationship at the well location by 

producing synthetic seismograms and then 

correlating them with real seismic traces. Various 

processes to perform a well-tie have already been 

suggested (Walden and White, 1984; White and 

Simm, 2003). 

        Based on the recorded well logs, a synthetic 

seismogram aims to reproduce seismic trace data 

obtained with reflection methods at the well 

location. A synthetic trace is calculated from the 

convolutional model below: 

𝑠(𝑡) = 𝑤(𝑡) ∗ 𝑟(𝑡) + 𝑛(𝑡)           (27) 

where 𝑠(𝑡) is the synthetic trace, 𝑤(𝑡) the wavelet 

which is convolved with the reflectivity log 𝑟(𝑡) 

corresponding to the earth’s impulse response 

obtained from sonic and density logs, and 𝑛(𝑡) is 

the random ambient noise which can be neglected. 

The seismic-well tie technique is used to correlate 

well log data to the seismic volume in the vicinity 

of the well. Then, the synthetic seismogram is 

compared to the nearest seismic traces of the well 

trajectory. The standard of the matching is 

depending on (i) the frequency content, (ii) the 

correlation of high amplitudes and (iii) transparent 

zones with low reflectivity (Newrick, 2012). A 

time-depth relationship either based on the check 

shots and/or the sonic log calibration is assigned 

to the well. If some mismatches are observed, 

various processes are known. Sometimes a simple 

time shift can be sufficient. Apart from that, a 

stretch and squeeze can be applied to the synthetic 

trace. That is yet a controversial method and the 

geophysicist has to apply it very carefully.                                     

RESULTS AND DISCUSSIONS 

The seismic inversions of raw gather and 

conditioned gather are performed and discussed in 

this paper. The Figure 3 shows data conditioning 

steps. The Figure 4 shows comparison of 

extracted wavelets from raw gather and 

conditioned gather. In this figure amplitude of 

trim gather is less in comparison of raw gather 

due to effect of data conditioning. The abnormal 

frequency has been removed from the raw gathers. 

After preparation of data, simultaneous inversion 

is performed to the seismic data first for 

composite trace and then for entire seismic gather. 

Figure 5 shows seismic to well tie analysis for 

pre-stack simultaneous inversion. Similarly, 

Figure 6 shows comparison to inverted trace for 

composite trace and well log curve. It shows 

comparison of inverted P-impedance (Track 1), S-

impedance (Track 2), Density (Track 3) and 

Vp/Vs ratio (Track 4) with well curves show in 

green, model curve shown in black, inverted 

impedance from raw gather shown in red trace, 

and inverted curve from trim gather shown by 

blue trace. From the figure, it is noticed that all 

the inverted curves closely follow the trend of the 

original curve from well log. It is also noticed that 

the inverted curves from the trim gather is much 

closer to the real curve from the well log as 

compared to the raw gather, which may be 

attributed to the data conditioning. The correlation 

coefficient is estimated to be 0.82 and 0.87 for 

raw gather and trim gather (conditioned gather) 

respectively. 
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Figure 4. Comparison of wavelets. 

 

 

Figure 5. Seismic to well tie. 
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Figure 6. The inverted P-impedance (Track 1), S-impedance (Track 2), Density (Track 3) and Vp/Vs 

ratio (Track 4) from well (green), model (black), raw gather (red) and trim gather (blue) for composite 

trace. 

Figure 7 shows crossplot between original curves 

versus inverted curves for quality check of the 

inverted results. Figure 7a shows crossplot of 

original and inverted Zp whereas Figure 7b, 7c 

and 7d depict crossplot of original S-impedance, 

density and Vp/Vs ratio respectively. It is noticed 

that the scatter points lie very close to the best-fit 

line for all cross plot and indicates good 

performance of the algorithm for both the cases 

(conditioned and raw gather). The conditioned 

gather results show slightly more closeness with 

the best-fit line as compared to the raw gather, 

which is obvious as the conditioned gather shows 

slightly better results for the composite trace. 

Figure 8 shows initial model of parameters for 

pre-stack inversion. 

 

Figure 7. (a) Cross plot between Original Zp and Inverted Zp, (b) Cross plot between Original Zs and 

Inverted Zs, (c) Cross plot between Original Density and Inverted Density and  (d) Cross plot between 

Original Vp/Vs and Inverted Vp/Vs (For both raw gather and trim gather). 
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Figure 8. Initial model for pre stack inversion. 

After getting satisfactory results from the 

composite trace for both the cases, the algorithm 

is applied to the entire seismic sections to estimate 

subsurface petro-physical parameters in inter well 

region. Figure 9 shows cross-section of inverted 

density. Figure 5a shows inverted density section 

estimated from the conditioned gather, Figure 9b 

shows inverted density section estimated from the 

raw gather and Figure 9c shows difference 

between Figure 9a and Figure 9b. The figure 

shows that the density varies from 1.8 to 2.8 g/cc 

for both the cases. The figure further shows 

continuous variation of density in the subsurface 

and absence of any anomalous zone in form of 

any major reservoir. This is preliminary 

interpretation of the inverted sections. The major 

changes in the density section from both the cases 

are highlighted by green to yellow color in Figure 

9c. The maximum changes are found near to 

700ms time interval due to presence of high 

amplitude seismic traces, which creates larger 

differences in both the gathers. 
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(a) 

 

(b) 

 
(c) 

Figure  9. (a) Inverted Density from raw data, (b) Inverted density from conditioned data, (c) Difference 

between inverted density from raw data and inverted density conditioned data. 

 

Figure 10 depicts cross-section of inverted P-wave 

velocity. Figure 10a depicts inverted P-wave 

velocity section estimated from the conditioned 

gather, Figure 10b depicts inverted P-wave 

velocity section estimated from the raw gather and 

Figure 10c shows difference between Figure 10a 

and Figure 10b.  The interpretation of inverted 

velocity section shows continuous variation and 

there is no presence of any anomalous zone. The 

major changes in both the section are highlighted 

in Figure 10c. 
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(a) 

 
(b) 

 
(c) 

Figure 10. (a) Inverted P-wave velocity from raw data, (b) Inverted P-wave velocity from conditioned 

data and  (c) Difference between inverted P-wave velocity from raw data and inverted P-wave velocity 

from conditioned data. 

 

Similarly, Figure 11 shows cross-section of 

inverted S-wave velocity, Figure 12 depicts cross-

section of P-impedance, Figure 13 depicts cross-

section of S-impedance, Figure 14 depicts cross-

section of Vp/Vs ratio, Figure 15 shows cross-

section of lambda-rho and Figure 16 shows cross-

section of mu-rho. In these figures, the first 

plot(top) shows petro-physical parameters 

estimated from the conditioned gather (trim 

statics) and the middle plot shows section 

estimated from the raw gather and the bottom plot 

describe the changes found between these two 

cases. In all the figures, the major changes are 

highlighted.  
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(a) 

 
(b) 

 
(c) 

Figure 11. (a) Inverted S-wave velocity from raw data, (b) Inverted S-wave velocity from conditioned 

data and  (c) Difference between inverted S-wave velocity from raw data and inverted S-wave velocity 

from conditioned data. 
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(a) 

 
(b) 

 
(c)  

Figure 12. (a) Inverted P-impedance from raw data, (b) Inverted P-impedance from conditioned data and 

(c) Difference between inverted P-impedance from raw data and inverted P-impedance from conditioned 

data. 
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(a) 

 

 
(b) 

 

 
(c) 

Figure 13. (a) Inverted S-impedance from raw data, (b) Inverted S-impedance from conditioned data and  

(c) Difference between inverted S-impedance from raw data and inverted S-impedance from conditioned 

data. 
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(a) 

 
(b) 

 
(c) 

Figure 14. (a) Inverted Vp/Vs ratio from raw data, (b) Inverted Vp/Vs ratio from conditioned data and  

(c) Difference between inverted Vp/Vs ratio from raw data and inverted Vp/Vs ratio from conditioned 

data. 
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(a) 

 
(b) 

 

 
(c) 

Figure 15. (a) Inverted lambda rho from raw data, (b) Inverted lambda rho from conditioned data and  (c) 

Difference between inverted lambda rho from raw data and inverted lambda rho from conditioned data. 
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(a) 

 
(b) 

 
(c) 

Figure 16. (a) Inverted mu rho from raw data, (b) Inverted mu rho from conditioned data and  (c) 

Difference between inverted mu rho from raw data and inverted mu rho from conditioned data. 

The interpretation of all the above discussed 

petro-physical parameters reveals smooth 

variation of petrophysical parameters and hence 

point towards the non-existence of any 

prospective zone. However, these results are 

presented for only small datasets of the region. 

The interpretations of the inverted results also 

indicate slightly high resolution of the conditioned 

gather as compared to the raw gather. This high 

resolution can be seen in the inverted section 

where thinner layer can be identified from the 

inverted section of the conditioned gather as 

compared to the raw gather.  
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Thereafter, crossplot among inverted sections 

were generated to estimate relationship between 

the petro-physical parameters. Figure 17 shows 

cross plot among the inverted petrophysical 

parameters and gives relationship among them, 

which is very useful to estimate petrophysical 

parameters directly in this region. Both sections 

(raw and conditioned gather) show slightly 

different relationship, but an average equation of 

both cases is given below. 

 VS = 0.8VP  − 850              (28) 

ZS = 0.74ZP  − 15500  (29) 

  ZP =  −8200
VP

VS
 +  24000    (30) 

Figure 18 shows horizontal slices comparison for 

raw and conditioned data. 

 

(a) 

 

(b) 

Figure 17. (a) Crossplots from raw gather and (b) Crossplots from conditioned gather. 
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Figure 18. Horizontal slices comparison. 

CONCLUSIONS 

In present study, a variety of petro-physical 

parameters i.e. impedance, density, velocity, 

Vp/Vs ratio, lame parameters are estimated from 

inversion of conditioned and raw gathers and their 

comparison is also illustrated. In the first step, one 

composite trace is extracted from both the gather 

and simultaneous inversion is applied to estimate 

petro-physical parameters. The comparison of 

inverted petro-physical parameters with original 

parameters from the well logs, pointed the good 

performance of the algorithm for both the cases. 

The findings show slightly better results for the 
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conditioned gather as compared to the inversion 

results for the raw gather. The correlation 

coefficients also justify it as it is 0.82 for raw 

gather and 0.87 for the conditioned gather. 

Thereafter, entire seismic section is inverted and a 

variety of petro-physical parameters are estimated 

and compared in inter well region from both the 

gather. The interpretation of inverted results for 

both the cases, indicates non-existence of any 

prospective zone and all the inverted sections 

show smooth variation of petro-physical 

parameters. The results also show slightly higher 

resolution of inverted results for the conditioned 

gather as compared to the raw gather in which 

comparatively thinner reflector can be easily 

identified. The horizontal slices show good effect 

of data conditioning. 
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ABSTRACT  

This study brings out the efficacy of the gravity and magnetic methods in delineating the subsurface 

features, such as fault/ tectonic contact and basin boundaries in parts of Singrauli and Sidhi districts of 

Madhya Pradesh (India). The Bouguer gravity and magnetic anomaly map, which was subjected to several 

filtering and processing techniques, clearly reflected the inferred structural features, which in turn correlate 

well with the geological features trending in E-W and NE-SW direction. Magnetic anomaly of higher 

amplitudes in the northwestern part, coincides with the presence of metabasalt, biotite schist and BIF, 

whereas in the northeastern part, it is due to the concentration of the magnetite grains in biotite schist and 

phyllite. The regional gravity low observed in central, northeastern and southwestern parts of the area is 

ascribed to sedimentary rocks belonging Gondwana formation. The residual gravity map shows several 

local gravity anomalies with amplitude and direction. Similarly, the residual magnetic anomalies reveal 

various shapes with the direction of extensions and orientations. The inferred boundary/ contact zone (F1-

F1’  and F3-F3’) and faults like Amsi-Jiawan (F5-F5’)  and  Jamui-Markundi (F6-F6’), are clearly brought 

out in the Total Horizontal Derivative (THDR ) and Tilt derivative (TDR) maps of gravity data. The THDR 

of the magnetic data shows magnetic maxima over the Mahakoshal formation and also at various scattered 

locations in the northeastern and central parts of the map. The TDR of the magnetic data depicts anomalies 

close to zero magnetic values that coincide with edges or boundaries of the inferred faults like Amsi-Jiawan 

(F5-F5’) and Jamui-Markundi (F6-F6’). The majority of Euler solutions fall at the contact between two 

litho-units faults/ contacts, with varying depth of 0.5 to 2.5km.  

Keywords: Amsi-Jiawan fault, Jamui-Markundi fault, Singrauli, Gravity and magnetic studies, Total 

Horizontal Derivative (THDR), Tilt derivative (TDR). 

INTRODUCTION 

The integrated geophysical methods play a key role in 

the delineation of the subsurface features (inferred 

fault/ tectonic contact, cavity detection, regional and 

global tectonics and basin boundaries), which in turn, 

provide clues for the exploration of bulk mineral 

deposits. The study area located in parts of Singrauli  

and Sidhi districts of  Madhya Pradesh, is bounded by 

the latitude 24º 00´N to 24º 30´N and longitude 81º 

45´E to 82º 45´E (Figure 1). The objective of the study 

is to map the subsurface structures, (inferred fault/ 

tectonic contact and basin boundaries) from integrated 

gravity and magnetic studies. Two main faults, Amsi-

Jiawan and Jamui-Markundi, has also been delineated 

from the study area.  

GEOLOGY 

Geologically, the area is represented by Vindhyan 

Supergroup, Sidhi gneiss group, Chotanagapur gneissic 

complex group, Mahakoshal Group, Gondwana 

Supergroup and Deccan Traps (Figure 2). The 

Vindhyan Supergroup is represented by Semri and 

Kaimur group of rocks. The Semri Group lies 

unconformably over the older granite gneiss and 

Mahakoshal Group of rocks. The Mahakoshal Group 

of rock are affected by the tectonic disturbances 

forming the weaker planes, which are later occupied by 

quartz veins. The granites belonging to Barambaba 

granite formation of Palaeoproterozoic age, occur as 

isolated outcrops and found dominantly exposed in 

northwestern part of the study area. Similarly, the 

mailto:rajan.08.ism@gmail.com
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Chhotanagpur gneissic complex is represented by 

quartzite, biotite schist and granite gneiss. The Lower 

Gondwana Supergroup in the studied area is 

represented by Talchir, Barakar, Barren Measure and 

Pali formations, which consists mainly of  ferruginous 

sandstone and sandstone. Besides, the rocks of 

Chhotanagpur gneissic complex and Lower Gondwana 

Group of rocks are intruded by basic and ultra-basic 

intrusive, syenite, quartz veins and pegmatite. The 

contact between the rocks of Gondwana and Deccan 

traps,  is represented by basaltic rock (Pandhare, 1972; 

Subramanyam et al., 1972; Subramanyam et al.,1975; 

Jha et al., 1980; Majumdar, 1980;  Jha and Devarajan, 

2002a,b; Kumar and Punekar, 2018). 

 

Figure 1. Gravity and magnetic stations overlaid on Digital Elevation Model. 

 

Figure 2. Geology of the area (Source: Geological Survey of India (GSI), India). 

METHODOLOGY 

Gravity and magnetic survey 

Gravity, magnetic and Differential Global Positioning 

System (DGPS) data were collected by employing the 

CG-5 Autograv gravimeter, GSM-19T magnetometer 

and DGPS 1200, respectively. The gravity and 

magnetic (GM) surveys were carried out with a station 

interval of 1 observation per 2.5 sq km in an area of 

about 3500 sq km. The elevation from mean sea level 

(MSL) of each gravity stations was obtained by tying 

the GPS base to triangulation point of Survey of India 

using DGPS. The gravity data was reduced following 

the standard corrections of gravity data and the 
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Bouguer gravity anomaly over the study area was 

computed for a mean crustal density of 2.67 gm/cc. 

International gravity formula 1980 was used to account 

for the latitude correction. The magnetic observations 

(total field) were corrected for the diurnal variation and 

International Geomagnetic Reference Field (IGRF) 

correction, using IGRF coefficients for 2015 epoch to 

evaluate the magnetic anomaly at each station. Leica 

Geo Office, Surfer 9 (Golden software) and Geo-Soft 

Oasis Montaj software version 9.1 were used for 

processing and preparing the geophysical maps 

(Bharati et al., 2016; Gorle et al., 2016; Kumar and 

Punekar, 2018). 

RESULTS AND DISCUSSION 

Bouguer Gravity Anomaly map 

The Bouguer gravity anomaly map shows a variation 

of 68 mGal from -84 mGal to -16mGal (Figure 3). The 

general trend of the Bouguer gravity contours varies 

from E-W to NE-SW directions. The gravity gradient 

(F1-F1’) trending in NW-SE direction passing from 

Pali to Singrauli in northeastern part of the area is 

inferred as boundary/ contact zone between 

Mahakoshal Group and Lower Gondwana group, as 

shown in the geological map (Figure 2). The gravity 

gradient (F3-F3’) trending in SW-NE direction from 

Marwas to Joba villages, continues up to Bargawan in 

approximately E-W direction. It is inferred as the 

boundary between the Chhotanagpur gneissic complex 

group (granite gneiss) and Lower Gondwana group, 

correlating with the feature shown in geological map 

(Figure 2). The gravity gradient (F4-F4’) observed near 

Karda in NE-SW direction, clearly reflects the contact 

between Mahakoshal Group (Phyllite) and 

Chhotanagpur gneissic complex group (granite gneiss), 

well correlating with the features in the geological map 

(Figure 2). The high gravity anomaly  ‘H1 and H2’, 

with swelling and pinching recorded near Karada and 

Chauphal, Nibuha, Harbaro and Dol, respectively over 

the Mahakoshal Group (Phyllite), is due to the density 

variation caused by the frequent grading of 

metamorphism in  Mahakoshal formation. Similarly, 

the NW-SE gravity gradient (F2-F2’), passing from 

Waghadih to Khutar, may be inferred as fault/ contact 

in between two low gravity anomaly zones (L1 and L2) 

over the coal mine areas (Figure 1). In contrast, the 

NE-SW gravity gradient (F5-F5’) from Chauphal to 

Shivpurwa, is inferred as fault/ contact between Sidhi 

gneiss group (granite gneiss) and Mahakoshal Group, 

which is known as Amsi-Jiawan fault. The NE-SW 

trending gravity gradient (F6-F6’) observed in 

northwestern part passing from Kubari to Ghugha, is 

also inferred as a  fault/ contact, between Semri Group 

(sandstone) and Sidhi gneissic group (granite gneiss), 

which is  known as Jamui-Markundi fault. 

 

Figure 3. Bouguer gravity anomaly contour map (Kumar and Punekar 2018). 
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Magnetic Anomaly (T.F.) map 

The Magnetic anomaly values vary from a minimum of 

-1685nT to a maximum of 2484nT, with an overall 

variation of 4169nT (Figure 4). Few bipolar anomalies 

with different amplitudes are recorded in the 

northeastern part of the area over granite gneiss. Based 

on the high and low intensity magnetic anomaly 

contour pattern, the study area is divided into three 

major domains, viz., domain ‘I’, ‘II’ and ‘III’. The 

domain ‘I’ is represented by high intensity anomaly 

varying between 395 to 2484 nT in the southwestern 

part around Chaupha, Harbaro, Nibuha, Karda and Dol 

over Sidhi gneiss group (Granite gneiss), Mahakoshal 

(Phyllite) and Chhotanagpur gneissic (Granite gneiss). 

The domain ‘II’ is characterized by moderate 

anomalies in the range of 225 to 395 nT in the central 

part, characterized by sedimentary rocks belonging to 

Gondwana formation. The low intensity magnetic 

anomalies in the range of -1685 to 225 nT marked as 

domain ‘III’, are observed near the northwestern part 

around Kubari, Chilari, Patpara, Sidhi, Shivpurwa and 

Ghugha, that contain  sandstone, limestone, shale and 

porcellanite rocks of Vindhyan Supergroup and also 

over the quartzite and dolomite rocks of Mahakoshal 

Group. 

 

Figure  4. Magnetic anomaly contour map. 
 

Regional gravity and residual gravity anomaly map 

The regional gravity and magnetic anomaly maps are 

prepared using low pass filter, while the residual 

gravity and magnetic anomalies are prepared using 

regional-residual separation technique. Regional 

gravity anomaly map (Figure 5) reveals a regional 

gravity low in the northeastern, central and 

southwestern parts of area due to presence of 

sedimentary rock (Gondwana formation), as also 

observed in the Bouguer gravity anomaly map. The 

regional gravity high in northwestern part of the area 

indicates the deeper causative sources of these 

anomalies. 

The residual gravity anomaly map with various 

amplitude and direction (Figure 6) is obtained by 

removing regional from the Bouguer gravity anomaly, 

using regional-residual separation technique. The NW-

SE local gravity anomaly from Pali to Singrauli in the 

northeastern part of the area, may be related to the 

inferred shallow fault/ contact zone (F1-F1’ in Figure 

3) in between Mahakoshal Group and Lower 

Gondwana group of rocks, whereas, the gravity field  

(SW-NE  and E-W) from Marwas to Bargawan, is 

inferred as the boundary (F3-F3’ in Figure 3) between 

the Chhotanagpur gneissic complex group (granite 

gneiss) and Lower Gondwana group. The NE-SW local 

gravity anomaly near Chauphal to Shivpurwa in 

northwestern part of the area, may be related to the  

shallow fault (F5-F5’ in Figure 3) in between Sidhi 

gneiss group (granite gneiss) and Mahakoshal Group, 

known as Amsi-Jiawan fault, whereas, the local gravity 
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(NE-SW) from Kubari to Ghugha is inferred as the 

boundary (F6-F6’ in Figure 3) between Semri Group 

(sandstone) and Sidhi gneiss group (granite gneiss), 

which has also been reported earlier (Auden,1933; 

Chaubey, 1970), and is  known as Jamui-Markundi 

fault. 

 

Figure 5. Regional Bouguer gravity anomaly contour map. 

 

Figure 6. Residual Bouguer gravity anomaly contour map. 

The regional magnetic map prepared using low pass 

filter resembles the original magnetic anomaly map 

(Figure 7). The low pass filter suppresses high 

frequency magnetic anomaly due to the near surface 

causative bodies, while the deeper sources are better 

resolved. The high regional magnetic anomaly is 

observed from northwestern to central and northeastern 

parts. The residual magnetic map using regional-

residual separation technique, shows a number of local 

magnetic anomalies with different polarities and 

orientations (Figure 8). Several NE–SW magnetic 

anomalies are clearly shown in the northwestern part 

while NE-SW and NW-SE and E–W trending local 

anomalies appear enhanced over the rest of the area. 

The total horizontal derivative and the tilt 

derivative 

The derivative (total horizontal and tilt derivative) of 

potential field data is a powerful tool for identifying 

edges or boundary/ contact zone of formations, such as 

faults or igneous bodies (Awady et al., 2016, Lahti and 

Karinen, 2010). The total horizontal derivative appears 



312 
 

as a peak over the edges, while it is zero over the body 

(Awady et al., 2016, Miller and Singh, 1994). The total 

horizontal derivative (THDR) can be calculated using 

the standard formula of Verduzco et al. (2004) for 

potential field data: 

𝑇𝐻𝐷𝑅 = √(𝑑𝑇
𝑑𝑥⁄ )

2
+ (𝑑𝑇

𝑑𝑦⁄ )
2

                 (1) 

Where, T is the total intensity of the potential field 

data. 

 

Figure 7. Regional Magnetic anomaly contour map. 

 

Figure 8. Residual Magnetic anomaly contour map. 

The tilt derivative of the potential field is defined as 

the ratio of the first vertical derivative to the total 

horizontal derivative of the field. The tilt derivative 

(TDR) is positive over the source and close to zero at 

the edge, while it is negative outside the source. The 

method has a unique advantage over the other edge 

detectors in that it responses equally to shallow and 

deep sources (Awady et al., 2016, Miller and Singh, 

1994). 

The tilt derivative technique was applied to the gravity 

and magnetic data using the standard formula of 

Verduzco et al. (2004): 

𝑇𝐷𝑅 = tan−1(𝑉𝐷
𝑇𝐻𝐷⁄ )               (2) 
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The inferred fault/ contact zones (F1-F1’ and  F3-F3’), 

Amsi-Jiawan (F5-F5’) and Jamui-Markundi (F6-F6’), 

are clearly reflected in THDR and TDR maps of 

gravity data shown in Figures 9 and 11. The THDR of 

the magnetic data shows magnetic maxima over the 

Mahakoshal formation and also at various scattered 

locations in the northeastern and central parts of the 

map (Figure 10). The map of the TDR of the magnetic 

data depicts close to zero magnetic values that coincide 

with edges or boundaries of inferred faults, such as 

Amsi-Jiawan (F5-F5’) and Jamui-Markundi (F6-F6’), 

as shown in Figure 12.  

 

Figure 9. Total horizontal derivative of gravity data. 

 

Figure 10. Total horizontal derivative of magnetic data. 

Euler 3D Depth Solutions  

Euler deconvolution can be used to estimate the depth 

for wide geological features such as faults, contacts 

and dykes. The method is best suited for anomalies, 

caused by isolated and multiple anomalous sources (El 

Dawi et al., 2004). The standard Euler 3D 

deconvolution method is based on Euler’s 

homogeneity equation that helps to estimate the depth 

of causative sources, obtained from potential field data. 

The structural index (SI) is based on the geometry of 

the potential field data and is a measure of the rate of 

change of the anomaly with distance from the source. 

The cluster of Euler solutions around the perimeter of 

the bodies in a horizontal plane, provides estimates of 

the depth of causative sources (Thompson 1982). 
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Figure 11. Tilt derivative of gravity data. 

 

Figure 12. Tilt derivative of magnetic data. 

 

Figure 13. Euler 3D depth solutions of gravity data for SI = 0 (Kumar and Punekar 2018). 
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Figure 14. Euler 3D depth solutions magnetic data for SI = 1. 

Euler solutions were determined using a window 

length of 5 km and SI = 0 for gravity and SI = 1 for 

magnetic data in order to emphasize the contacts and 

faults. The Euler depth solutions have yielded depths 

less than 0.5 km, 0.5 to 1.5 km, 1.5 to 2.5 km and 

beyond 2.5 km of gravity and magnetic data 

respectively, as shown in Figures 13 and 14. The 

majority of solution fall at contact between two litho-

units varying depth from 0.5 to 2.5 km.  

CONCLUSIONS 

The structural features (inferred fault/ lineament/ 

contact zones) revealed in Bouguer gravity anomaly 

map, show a good correlation with the geological map. 

Magnetic anomalies of higher amplitudes are observed 

in northwestern part over metabasalt, biotite schist and 

banded iron formation (BIF), whereas magnetic 

anomaly of higher amplitude in the northeastern part is 

due to the concentration of the magnetite grains in 

biotite schist and phyllite. The regional gravity low is 

observed in northeastern, central and southwestern 

parts, covering sedimentary rocks of Gondwana 

formations. The high regional magnetic anomaly is 

observed from northwestern to central and northeastern 

parts. The inferred fault/ contact zone (F1-F’1 and F3-

F3’) and Amsi-Jiawan and Jamui-Markundi, are clearly 

reflected in THDR and TDR maps of gravity data, 

which correlate well with several gravity maps. The 

THDR of the magnetic data shows magnetic maxima 

over the Mahakoshal formation and also scattered 

pockets in the northeastern and central part of the map. 

The map of the TDR of the magnetic data, depicts 

close to zero magnetic values that coincide with edges 

or boundaries of inferred fault like Amsi-Jiawan and 

Jamui-Markundi. The Euler depth solutions 

corroborate well with the inferred structural features. 
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ABSTRACT  

Magnetic properties of iron sulfides in a metastable phase state were investigated. During heating of iron 

sulfides of the composition Fe0.901S up to ~150°C, a magnetization increase was observed. It was shown 

that the observed effect is not the known γ- transition and that it results from the redistribution of vacancies 

of iron ions in basal planes of the crystal structure of the NiAs type. A theoretical model was proposed 

which explains qualitatively this effect.  

Keywords: molecular-field model, exchange interactions, magnetization, magnetic field. 

INTRODUCTION 

Chalcogenides are of some interest from the point of 

view of studying vacancies. The number of vacancies 

in their structure is determined by the composition, 

namely the formula unit. For example, the formula for 

pyrrhotite is represented as Fe1-n S, where n is the 

number of vacancies, that is, the average number of 

vacancies per one iron atom (the density of vacancies). 

In addition, chalcogenides can be used to study the 

ordering of vacancies in a structure, with a long-range 

magnetic order. Magnetic properties in 

nonstoichiometric ferrimagnets are closely related to 

the distribution of cation vacancies in the structure 

[Schwars and Vaughan, 1972, Onufrienok, 2005, 

Makovicky, 2006, Mashukov et al., 2007]. For 

example, in the structure of pyrrhotite, a ferromagnet 

spin ordering is realized in the basal planes and an 

antiferromagnet order is realized in the neighboring 

planes.  

In natural minerals of the composition Fe0.875S—

Fe0.909S (pyrrhotines), the temperature dependence of 

magnetization exhibits a series of specific features. For 

instance, the γ- transition manifests itself in a sharp 

change of magnetization at temperatures 220-280°C 

(Schwars and Vaughan, 1972). Low temperature (T = 

45 K) changes of magnetization were observed in 

synthetic iron sulfides (Zvegintsev et al., 1982). In 

ferrimagnetic iron sulfides, one observes the so-called 

temperature magnetic hysteresis, i.e., the difference 

between the magnetization before and after thermal 

treatment. Such a behavior of magnetization is 

determined not only by the γ transition but also by 

other, hitherto still little studied, phenomena 

(Onufrienock et al., 1981).  

The magnetization of a ferrimagnets often behaves 

strangely when it is heated. It can, for example, 

increase over a certain temperature range, with no 

changes in the structure occurring. For example, 

Zvegintsev and Onufrienok (1981), Onufrienock and 

Zvegintzev (1981), Onufrienok (1991), Rickard and 

Luther (2007) described the anomalous magnetization 

behavior during growth temperatures for various 

reasons, related to crystallization and exchange 

interactions. Natural pyrrhotite FeS1.14 is a heavily-

doped [Onufrienok et al., 1982, Wang and Salveson, 

2005, Dorogina, et al., 2015] ferrimagnet 

semiconductor with a distorted NiAs structure, in 

which successive planes perpendicular to the c-axis are 

occupied exclusively by iron atoms with their magnetic 

moments antiferromagnetically aligned. The iron 

vacancies are ordered in every second plane forming a 

superstructure (Kuzmin and Onufrienok, 1983, Lilies 

and de Villiers, 2012) and making the compound 

ferrimagnetic. As a result of X-ray studies, it is 

established that the crystal structure remains hexagonal 

of the NiAs type (Ward, 1970, Koto, et al. 1975, 

Morimoto, et al. 1975, Onufrienok 2013). Since 

antiferromagnetic spin ordering is realized in adjacent 

basal planes, the effect of increasing magnetization on 

the ordering of vacancies in even (odd) basis planes is 

practically obvious, but this is not noted in these 

experiments. We note that the total magnetic moment 

consists of the sum of the moments of the sublattices.  

mailto:VOnufriynok@yandex.ru
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The aim of this work is to investigate the temperature 

changes of magnetization of pyrrhotines in a 

metastable phase state, which exhibit a temperature 

magnetic hysteresis, and also to explain these changes 

within the framework of existing theoretical models. 

Also describe the growth of the magnetization of 

ferrimagnetic materials with increasing temperature 

within the framework of the molecular field model. 

The anomalous behavior of the magnetization is 

explained by the change in the magnitude of the 

magnetic field and the corresponding values of the 

integrals of the exchange interaction and the spin 

operators. 

SAMPLES AND METHODOLOGY 

The sample for the study were obtained both by the 

method of dry synthesis (series A) and by 

decomposition in vacuum of pyrite (FeS2) at different 

temperatures (series B). Following synthesis, the 

samples were annealed at different temperatures, 

quenched, and investigated with a thermoballistic 

apparatus in a field of 1 kOe. The chemical 

composition and the crystal structure of the samples 

were analyzed with a DRON-3 x-ray diffractometer 

according to the procedures described in the literature 

(Schwars et al., 1972).  

The objects of the research were pyrrhotites, obtained 

as a result of high-temperature decomposition of 

environmental monocrystal pyrite, in a low vacuum 

condition (10-2 Pa). Samples were made by calcinating 

pyrite in quartz ampoules. Calcination of pyrite was 

carried out at the temperature from 400 to 1200°C for 1 

hour. Two series of samples were studied. Samples of 

the A series after annealing were quenched in running 

water, and the samples of the   B series were slowly 

cooled at a rate of 20 min to 20°C.  

Nuclear Gamma Resonance spectra were recorded on a 

spectrometer with a uniformly moving source of Cr 

(57Co) activity of about 20 μCi in the temperature range 

77-300 K. The crystal structure of the samples was 

studied by X-ray fluorescence analysis and X-ray 

photoelectron spectroscopy, using Со (Кα) radiation, as 

well as various thermomagnetic methods. The speed of 

the diffraction patterns was 1 min in continuous mode 

and 0.001 sec in discrete mode. The diffraction pattern 

was taken using a β-radiation filter from iron. 

RESULTS AND DISCUSSION 

Typical curves at different temperatures are presented 

in figure 1. The dependence of I/Io on T of a sample 

from series B with composition Fe0.875S is shown in 

Figure 1. Curves 1 and 2 correspond respectively to 

heating and cooling the sample at the rate of 10°/min. 

It is clear from Figure 1 (curve 1), that some increase 

of the relative magnetization occurs at ~150°/min.  We 

note that the observed change differs from the familiar 

γ- transition in the shape of the λ- peak and in the low-

temperature behavior, and is observed only in iron 

sulfides in a metastable phase state. The sample was 

obtained at 950°C followed by quenching to 0°C. It 

was subsequently annealed at 350°C, quenched again, 

and kept at room temperature for seven days.  

An increase in the relative magnetization (I/I0) occurs 

in the temperature range of 0-150°C with heating of the 

pyrrhotite of the composition Fe0.875S (Zvegintsev, et 

al. 1982).   The peak on this curve at 150°C can be 

explained within the framework of the molecular-field 

model. This phenomenon will be observed in more 

detail later on. 

 

Figure 1. The growth of magnetization of a 

ferrimagnetics with a rise in temperature. 
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The NGR spectrum of pyrrhotite Fe0.875S in both the 

initial (A) and final (B) states, consists of four 

partially resolved sixtuplets (Figure 2), with field 

values on the nuclei of four sublattices equal to 

24032, 21884, 20053, 18064 A/m. These field values 

are close to those calculated for the positions of iron 

ions without vacancies, with one, two, and four 

vacancies in the second coordination sphere, 

respectively. Such a configuration of a vacancy 

arrangement corresponds to an ordered state of 

vacancies in the even basis planes of the structure, 

however, the occupancy of the positions in the initial 

(A) and final state (B) is different. The final state (B) 

is characterized by a greater degree of ordering of 

vacancies. 

 

 

Figure 2. NGR spectra of pyrrhotite in the initial state (A) and after heat treatment (B) 

 

Figure 3. X-ray spectra reflexes with Miller indices (102), (004) and (110) of pyrrhotite in the initial state (A, 

A´, A") and after up to 300°C (B, B´, B").  

The crystal structure (Figure 3) in this region of 

modes changes hexagonal (A) to monoclinic (B). 

To explain the results, we use the quantum-

mechanical model of a four-sublattice ferrimagnet. 

In a two-sublattice ferrimagnet, part of the ions near 

which the vacancies are located, have a local 

magnetic field value different from the rest of the 

ions in the node. This is due to the fact that in the 

formation of a superstructure, these ions are ordered 

in a certain way on account of the cation vacancies 

ordering. Consequently, a two-sublattice 

ferrimagnet can already be considered as a three-, 

four-, and so on, sublattice ferrimagnet, depending 

on the type of the vacancy ordering. Such a 

ferrimagnet will have a number of significant 

differences from the ordinary two-sublattice 

ferrimagnet. For example, interactions between 

sublattices may be missing or may be very small. 
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For further analysis of the magnetization behavior, it is 

necessary to consider separately the exchange 

interaction between cations in a nonstoichiometric 

ferrimagnet. We can clearly see that in this case, it is 

necessary to take into account not only in which plane 

the atom is located, but also the first coordination 

sphere of the given atom crystal structure. Thus, it is 

necessary to consider at least four types of exchange 

interaction. We apply to the algorithm described in 

(Tyablikov, 1975).  

Let us denote by f, g, k, l the nodes of the first, second, 

third and fourth sublattices. 

The quantities related to the first, second, third, and 

fourth sublattices will be denoted by 1, 2, 3, and 4. 

We denote by Ni , Si , μi the number of atoms in the 

sublattice, the magnitude of the spin, and the magnetic 

moment of the type i atom. 

In general case 

𝑁1 ≠ 𝑁2 ≠ 𝑁3 ≠ 𝑁4, 𝑆1 ≠ 𝑆2 ≠ 𝑆3 ≠
𝑆4, 𝜇1 ≠ 𝜇2 ≠ 𝜇3 ≠ 𝜇4,              (1) 

 so that the magnetic moments of the sublattices are 

different. 

We write the Hamiltonian system in the form: 

 𝐻̃ = 𝜇1 ∑(𝐻, 𝑆𝑓) − 𝜇2 ∑(𝐻, 𝑆𝑔) − 𝜇3 ∑(𝐻, 𝑆𝑘) 

  −𝜇4 ∑(𝐻, 𝑆𝑙)

−
1

2
∑ 𝐼(𝑓1 − 𝑓2) (𝑆𝑓1

, 𝑆𝑓2
) 

−
1

2
∑ 𝐼(𝑔1 − 𝑔2) (𝑆𝑔1

, 𝑆𝑔2
)

−
1

2
∑ 𝐼(𝑘1 − 𝑘2) (𝑆𝑘1

, 𝑆𝑘2
)

−
1

2
∑ 𝐼(𝑙1 − 𝑙2) (𝑆𝑙1

, 𝑆𝑙2
)

− ∑ 𝐼(𝑓 − 𝑔) (𝑆𝑓 , 𝑆𝑔) 

− ∑ 𝐼(𝑘 − 𝑙) (𝑆𝑘 , 𝑆𝑙) − ∑ 𝐼(𝑔 − 𝑘) (𝑆𝑔, 𝑆𝑘) −

∑ 𝐼(𝑓 − 𝑘) (𝑆𝑓 , 𝑆𝑘) − ∑ 𝐼(𝑓 − 𝑙) (𝑆𝑓 , 𝑆𝑙) −

∑ 𝐼(𝑔 − 𝑙) (𝑆𝑔, 𝑆𝑙)       (2)                                                                                                                                           

where Sf, Sg, Sk, Sl are the spin atom operators of the 

first, second, third and fourth sublattices. 

Taking into account the condition for a minimum in 

free energy. 

lnF Q= −      (3), 

the statistical sum is given by 

/n

H

E

n

Q e Sp e
 

−
−  

= =  
 

    (4) 

where En is the n eigenvalue of Hamiltonian H˜, 

considering that the magnitude of the canonical 

distribution is ϑ = κT , k is the Boltzmann constant, T 

is the temperature.                                                                                    

Passing on to the operators 

, , , , , , ,Z Z Z Z

f g k l f g k lS S S S S S S S   
   (5) 

and applying the Holstein-Primakov-Izyumov 

representations for spin operators in terms of second 

quantization operators 

𝑆𝑓
+ = √2𝑆𝜑(𝑛𝑓)𝑎𝑓

−, 

𝑆𝑓
− = √2𝑆𝜑(𝑛𝑓)𝑎𝑓

+     (6) 

 ,Z

f fS S n= −                          (7) 

( )

1

2

1
2

f

f

n
n

S


 
= − 
 

                             (8) 

f fn a a+ −=                                              (9) 

the operators a+ and a- – satisfy the Bose commutation 

relations. 

Assuming that the spins in either sublattice are parallel 

to each other, we obtain the set or molecular-field 

equations:  

  𝛼1 = 𝜇1𝐻 + 𝐽11𝑆1𝜎1 + |𝐽12|𝑆2𝜎2   + |𝐽13|𝑆3𝜎3 + |𝐽14|𝑆4𝜎4 

𝛼2

=  𝜇2𝐻 + 𝐽22𝑆1𝜎1 + |𝐽12|𝑆2𝜎2 + |𝐽23|𝑆3𝜎3 + |𝐽24|𝑆4𝜎4 

𝛼3

= 𝜇3𝐻 + 𝐽33𝑆1𝜎1 + |𝐽32|𝑆2𝜎2 + |𝐽13|𝑆3𝜎3 + |𝐽34|𝑆4𝜎4 

𝛼4 = 𝜇4𝐻 + 𝐽44𝑆1𝜎1 + |𝐽42|𝑆2𝜎2 + |𝐽43|𝑆3𝜎3 + |𝐽14|𝑆4𝜎4                          

(10)     

The relative magnetization of the Fe ions in the four 

sublattices is given by  
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1

2

3

4

1 1
1 1

1 2
2 2

1 3
3 3

1 4
4 4

1

1

1

1

S

S

S

S

S B
Q

S B
Q

S B
Q

S B
Q













−

−

−

−

 
= −  

 

 
= −  

 

 
= −  

 

 
= −  

 

    (11) 

The system of equations represents the required 

equations of the molecular field for a four-sublattice 

isotropic ferrimagnet, where BSi is the Brillouin 

function, and σi is the relative magnetization per site in 

the i -th sublattice. 

Resultant magnetization: 

1 2 3 4

Z Z Z Z ZM M M M M= + + +    (12) 

i i i i iM N S =       (13) 

where σi is a fractional magnetization per one node in 

the sublattice.     

The exchange integrals for the pyrrhotite were 

calculated in the molecular-field approximation, and its 

relative magnetization was determined as a function of 

temperature.        Thus, within the framework of this 

model, it is easy to explain the behavior of the 

magnetization, if we take into account the values of the 

magnetic field and the corresponding integrals of the 

exchange interactions in the equations, as well as the 

spin operator.   

It can be taken that S1 = S2 =S3=S4 and µ1 = µ2 =µ3 = µ4. 

Figure 4 presents two curves whose sum characterizes 

the behavior of the observed sample magnetization. 

Each of these two curves, in turn, is the sum of the 

magnetization of two sublattices with 

antiferromagnetic spin ordering. It is interesting that 

each of the curves presented in Figure 4 resembles the 

usual Weiss-type curve, while the total curve has 

features. 

 

Figure 4. The magnetization curve 1 is the I (T) sum 

magnetization of 2x sublattices, with a larger value of 

the exchange integrals. Curve 2 represents the sum 

magnetization of two sublattices, for which the 

integrals of the exchange interaction are smaller than 

for curve 1. 

Figure 5 shows the dependence of the sum 

magnetization 4x-sublattice nonstoichio metric 

ferrimagnetics. Curve 1- 4 shows in originally 

ferrimagnet state corresponds to samples state with 

different ordering vacancies on the sublattices. As a 

result of different ordering of vacancies, the magnetic 

moments of the samples are different.  Curve 5 is 

shown originally for an antiferromagnetic state with 

ordering vacancies on the sublattice. As the 

temperature increases, the sample converts to a 

ferrimagnet state in a certain region, and the ordering 

vacancies remains unchanged. 

 

Figure 5. Resultant of magnetization of a sample 

increase in a certain region with increasing 

temperature. 
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CONCLUSION 

In the framework of the four-sublattice ferrimagnet 

model, it was shown that the sample magnetization can 

increase with increasing temperature. This makes it 

possible to predict the magnetic properties of 

chalcogenides, containing point defects in the crystal 

structure. Within the framework of the molecular field 

approximation, a theoretical explanation is given for 

the dependence of the magnetization on the 

temperature of magnetically ordered compounds 

containing cationic vacancies in the crystal structure. 

On the basis of the proposed model of the behavior of 

vacancies, the theoretically possible dependences of 

the magnetization on temperature were presented. 
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ABSTRACT 

The aim of the present study is to identify the geochemical processes and source of contaminants in 

Sathyavedu area using statistical methods such as factor analysis (both Q and R-modes) and hierarchical 

cluster analysis. A total of 39 groundwater samples were collected and analyzed for various 

physicochemical parameters. R-mode analysis refers to the correlation between the variables whereas; Q-

mode refers to the linkage between the numbers of samples. Factor analysis has given nine factors and 

among all, the first five factors, was considered as they explain the possible sources of variance in the data 

sets, which were mainly attributed to the weathering process, rock-water interaction and the dissolution of 

sulphates and chlorides due to fertilizers and agricultural activities. Whereas, cluster analysis in R-Mode 

has 5 classes which are attributed to silicate weathering, overall impact of rock-water interaction and 

dissolution of chlorides and sulphates. The Gibb's diagram shows that all the samples fall in the rock-water 

interaction area. Hydrochemical facies (piper) indicates that about 90% of the samples belong to mixed Ca-

Mg-Cl and the remaining 10% belongs to in Ca-Cl facies type. The normalized bivariate plot shows that the 

groundwater is influenced by the silicate weathering processes. 

Keywords Factor Analysis (Q and R-modes), Gibbs diagram, Cluster analysis-R mode, 

Hydrogeochemistry, Piper diagram, Normalized bivariate plots, Chittoor district (Andhra Pradesh) 
 

INTRODUCTION  

Water is prerequisite for all the biotic components on 

the earth's surface. The biotic components depend on 

either surface or subsurface water (Veeraswamy et al., 

2018). Groundwater is a renewable resource and while 

infiltrating into the ground, it can interact with the 

different kind of rocks, mineral, and soils. Some of the 

chemicals, easily disintegrated in water, leads to the 

form the aquifer pollutants and health hazards 

(National Research Council, 2000). As the name would 

suggest, multivariate analysis forms a set of techniques 

dedicated to the analysis of data sets with more than 

one variable. The origin  and source of the pollutants in 

the groundwater can be a tool for reliable water 

resource management as well as remedies for the 

pollutants in the study area (Halim et al., 2010; 

Rahman and gagnon et al., 2014; Bhuiyan et al., 2015: 

Molla et al., 2015; Md. Bodrud-Doza, 2016; 

Veeraswamy., 2017; Nagaraju et al., 2017). The 

present study deals with the chemical quality of 

groundwater, contaminated by various factors, such as 

agriculture activity, household refuse, the residence 

time of groundwater, mixing of groundwater with 

saline water and anthropogenic impacts (Howladar et 

al., 2017). In fact, the study area is highly 

contaminated with the saline water due to salt water 

interaction with the fresh water apart from silicate 

weathering.  

STUDY AREA 

Sathyavedu is one of the important mandal in Chittoor 

District of Andhra Pradesh state (Figure 1).It is situated 

on the east coast towards the Bay of Bengal side and is 

bounded by Bangarupalem, Adhum, Appaihpalem, and 

Nagari mandals. This area is covered by survey of 

mailto:veeraswamygolla33@gmail.com


324 
 

India (SOI) toposheet No's. 57 O/14, O/15, 66 C/2, and 

C/3. It is located in between 13°20' N and 13°33' N 

latitudes 79°50' E and 79°59' E longitudes. According 

to the 2011 census, the Sathyavedu area has a 

population of 52,979. The majority of people of the 

study area depend on Arani River for potable water 

usage. The mean annual rainfall in the mandal is about 

1187.8 mm. Lithologically, the rocks of Gondwana 

unconformable overlies the peninsular gneissic 

complex in the study areas which is represented by 

Sathyavedu formation (upper Gondwana) and 

comprised of mottled quartzite's and conglomerates. 

Laterite cappings occurring in Gondwana sandstones 

are also observed in the study area.  

 

Figure 1. Location map of the study area 

METHODOLOGY 

The location map was prepared from the toposheet 

No's 57 O/14, O/15, 66 C/2 and C/3, with the help of 

ArcGIS10.1 software. The collected 39 water samples 

were analyzed for physicochemical parameters and 

major ion chemistry, such as pH, EC, TDS, TH, TA, 

Ca2+, Mg2+, K+, Na+, HCO3
-, CO3

2- and F-, using 

standard procedures (APHA, 2012). The outcome of 

the data was exported to the XL STATISTIC software 

to processes factor analysis (R-mode and Q-mode) and 

cluster analysis in R-mode. Moreover, Gibb's diagram, 

piper plot and bivariate plots were also prepared to 

know the key factors controlling    the hydro 

geochemistry of the study area (table1).  
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Table 1. Minimum, maximum, standard deviation and average values of different constituents of water 

samples 

S. No. Constituents Min Max Average S.D S.E 

1 Calcium (Ca2+) (mg/l) 16.00 180.00 79.70 43.40 6.14 

2 Magnesium (Mg2+) (mg/l) 9.00 408.00 83.98 70.00 9.90 

3 Sodium (Na+) (mg/l) 75.00 157.00 98.75 21.32 3.02 

4 Potassium (K+) (mg/l) 2.00 10.00 4.38 1.93 0.27 

5 Bicarbonate (HCO3
-) (mg/l) 35.00 125.00 75.92 26.92 3.81 

6 Carbonate (CO3
2-) (mg/l) 1.00 12.00 3.86 2.17 0.31 

7 Sulphate (SO4
2-) (mg/l) 2.00 80.00 37.23 22.71 30.00 

8 Chloride (Cl-) (mg/l) 23 510 148.905 112 15.82 

9 Fluoride (F-) mg/l 0.01 0.97 0.35 0.24 0.03 

10 Total dissolved solids (mg/l) 66.95 923.65 437.89 249.66 35.31 

11 Hardness as CaCO3 (mg/l) 36.00 556.00 264.10 255 18.46 

12 Alkalinity as CaCO3 (mg/l) 40.00 600.00 278.85 240 22.46 

13 pH 6.00 7.85 7.06 0.43 0.06 

14 Specific conductance  (µmhos/cm) 103.00 1421.00 673.68 384.10 54.32 

21 Gibbs ratio-I 0.28 0.96 0.70 0.15 0.02 

22 Gibbs Ratio-II 0.32 0.85 0.55 0.14 0.02 

 

Processing of Data 

The factor analysis was generated through XL 

STATISTICAL software. This procedure renders new 

rotated varimax factor. In that, each factor is 

interpreted as variables. From the factor analysis, it is 

found that the positively loaded variables are affected 

whereas negatively loaded factors are unaffected in the 

study area. Dalton and Upchurch (1978) have shown 

that factors can be related to the intensification of the 

chemical processes described by each factor. The high 

value of negative numbers (< -1) reflect the areas 

essentially unaffected by the process and positively 

score (> +1) indicates the high efficiency. The zero 

values show the average effect of the chemical process.  

RESULT AND DISCUSSION  

Factor analysis in R-Mode and Q-Mode  

The first Factor (F1) shows a variance of 23.86%. It is 

positively loaded with EC, Ph, HCO3-, CO32-, Cl-, 

SO42-, F-, TDS, hardness and alkalinity. The variables 

are highly distributed in samples 7, 8, 9, 29, 31. The 

high concentrations of above parameters are due to 

rock-water interaction (granites, laterites), agriculture 

activities, household refuses (SO42-), and weathering 

of carbonate minerals. The main reason for salinity 

increase is due to saltwater intrusion in the study area 

(Rahman and Gagnon, 2014). 

The Factor (F2) shows a variance of 13.560% and it's 

positively loaded with HCO3-, F-, Ph and alkalinity, 
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which were highly spread in samples 2, 34, 35, 38. The 

source of F2 is granite weathering and geogenic 

influence (Omo-Irabor et al., 2008; Veeraswamy et al., 

2019). The main reason for elevated fluoride is due to 

the presence of the peninsular gneissic complex (PGC) 

and, apatite mineral which widely occurs here as an 

accessory mineral (Davis and Dewiest, 1966). 

The Factor (F3) shows a total variance of 10.25 % and 

is positively loaded with Cl- only. The chloride is 

highly spread in samples 19, 20, 21 and 22.The main 

reason of elevated Cl- in groundwater is saltwater 

intrusion as the study area is located on the coast of 

Bay of Bengal.   

The Factor (F4) shows a total variance of 8.361% and 

is positively loaded with Fluoride (F-), hardness and 

alkalinity. It is highly distributed in17, 18 and 23 

samples. The main reason for this contamination is 

geogenic influence (Beaulieu and Savage, 2005; 

Levins and Gosk, 2008). The highlighted  factor values 

are indicates strongly positive, negative  commonality 

between variable in table 2, samples in table 3 and 

represents the source of pollution and ion's exchange 

processes .The minimum, maximum and average 

values of water quality parameters are given in Table 

1. 

 

Table 2. R-mode factor analysis - Eigen values and percent variability 

Variables  F1  F2 F3  F4  F5 

EC 0.650 -0.661 -0.334 -0.010 -0.157 

pH 0.306 0.503 0.247 -0.217 -0.262 

Ca -0.250 -0.259 0.230 -0.026 -0.013 

Mg -0.204 0.040 0.198 0.131 -0.796 

Na -0.617 -0.402 0.131 0.205 0.113 

k 0.036 0.175 -0.491 0.255 0.096 

HCO3 0.387 0.522 -0.497 -0.379 -0.034 

CO3 0.018 0.194 -0.342 -0.175 -0.086 

Cl 0.557 -0.167 0.472 -0.333 0.061 

SO4 0.495 -0.058 0.339 -0.379 0.201 

F 0.315 0.348 -0.019 0.514 0.087 

TDS 0.650 -0.661 -0.334 -0.009 -0.157 

Hardness 0.811 0.079 0.264 0.463 0.028 

Alkalinity 0.673 0.204 0.170 0.301 0.025 

Eigenvalues 
    

  F1 F2 F3 F4 F5 

Eigenvalue 3.341 1.898 1.436 1.171 0.836 

Variability (%) 23.861 13.560 10.255 8.361 5.973 

Cumulative % 23.861 37.421 47.675 56.037 62.010 
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Table 3. Q- Mode analysis of water samples 

No of water samples  F1 F2 F3 F4 F5 

1 1.279 -0.300 -1.477 0.642 -0.180 

2 0.280 1.323 -0.321 0.702 0.032 

3 -0.505 0.270 0.881 -0.983 1.396 

4 0.173 0.816 0.949 -1.582 0.583 

5 0.567 0.822 -0.078 -1.307 0.058 

6 0.208 0.256 0.783 -0.950 0.610 

7 1.299 -0.127 -0.601 0.069 -0.274 

8 1.800 0.267 -0.467 -1.488 -0.216 

9 1.968 0.996 0.015 0.650 0.814 

10 -0.393 -0.733 -0.294 -0.521 -0.803 

11 -2.223 -0.944 -0.301 -0.058 1.148 

12 -1.681 0.258 0.418 0.520 -0.059 

13 -1.968 -0.675 -0.527 -0.085 0.265 

14 -0.359 -1.229 -1.324 0.135 0.199 

15 -0.723 -1.749 -1.183 -0.204 0.159 

16 1.048 -1.880 -0.566 0.733 -0.371 

17 0.050 1.337 1.660 1.943 0.498 

18 0.906 -1.302 0.652 2.531 -0.410 

19 0.547 -1.486 1.645 -0.014 -0.154 

20 -0.746 0.395 1.613 1.008 0.002 

21 -0.720 0.093 1.346 1.039 -0.127 

22 0.429 -1.745 1.976 -1.744 -0.375 

23 -0.863 0.512 0.654 1.292 0.115 

24 -0.935 -0.263 0.644 0.497 1.359 

25 -1.195 -0.176 -1.141 -1.395 -0.664 

26 -1.262 1.114 0.247 -0.307 -0.552 

27 -0.167 0.522 -0.560 0.072 -0.325 

28 0.582 -0.727 -0.536 0.300 -0.155 

29 0.634 -0.388 -0.168 0.527 -0.209 

30 1.012 -0.240 -1.248 0.469 0.156 

31 0.783 0.099 -0.682 0.656 -0.513 

32 1.046 1.008 0.898 0.008 1.104 

33 0.848 -1.888 -0.121 -0.869 -0.410 

34 0.037 0.882 -0.154 -0.370 0.522 

35 -0.133 1.229 0.372 -0.468 0.561 

36 -0.954 0.546 -1.725 -0.700 0.758 

37 -0.612 1.255 -1.727 -0.070 -1.126 

38 0.495 1.018 -0.168 -0.264 0.713 

39 -0.555 0.834 0.618 -0.413 -4.132 
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Cluster analysis (R-mode Dendrogram)  

It is a type of technique framed to classify detecting 

observations to groups so that each one is more or less 

homogeneous and distinct from the other group 

(Hussain et al., 2008). The adaptation generates the 

dendrogram using a ward connection process, a 

correlation coefficient of similarity distance. The 

cluster analysis of dendrogram indicates pollution 

source of each cluster in the study area. The first 

cluster includes EC, TDS which is attributed to the 

impact of all ions in groundwater. The second cluster 

includes pH, Cl- and SO4
2- which is attributed to 

dissolution of chlorides and sulphates (Kaown et al., 

2009). The third cluster includes hardness and 

alkalinity which is a hardness controlled cluster. The 

4th cluster comprises of K+, HCO3-, CO3
2- and 5th 

cluster comprises of Ca2+, Mg2+ and Na+ which are 

attributed to weathering of silicate minerals and action 

of atmospheric carbon dioxide in silicate weathering 

(Figure 2).  

 

 

Figure 2.   Dendrogram between variables  

Hydrochemical facies  

The general purpose of studying hydrochemical facies 

is to correlate the chemistry of groundwater with the 

lithological and hydrological environment.  

Piper diagram and normalized bivariate plots  

The groundwater facies were identified with the help 

of piper diagram (Piper, 1944). The geochemical 

evolution of groundwater can be obtained through 

Piper (1994) trilinear diagram is shown in Figure 3. 

These plots include two triangles, one for plotting 

cations and the other for plotting anions. The cations 

and anion fields are combined to show a single point in 

a diamond-shaped field, from which inference is drawn 

on the basis of hydro-geochemical facies concept. 

These tri-linear diagrams are useful in bringing out 

chemical relationships among groundwater samples in 

more definite terms rather than with other possible 

plotting methods. From this diagram, it is found that 

90% samples fall in mixed Ca- Mg-Cl facies, while 

remaining 10%, fall in Ca-Cl facies type. Similarly, the 

normalized bivariate plots reveal that all the 

groundwater samples fall in the silicate weathering 

region (Figure 4), due to weathering of silicate 

minerals like biotite, chlorite, muscovite, talc, feldspars 

and amphiboles. 
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Figure 3. Piper Diagramme for descrimating hydro -geochemical facies 

 

Figure 4.  Normalized Bivariate plots 

 

Gibb's Diagram 

This Diagram is being extensively used to explain the 

relationship between water composition and aquifer 

lithological characteristics (Gibbs, 1970). The quality 

of groundwater is significantly distorted by the 

influence of weathering and anthropogenic inputs. The 

controlling mechanism of the surface water chemistry 

in terms of dissolved ions present in water like 

dominance of as evaporation-crystallization, rock 

weathering and atmospheric precipitation. Can be 

assessed by plotting hydrochemical data according to 

the variation in the ratios of Na+ + k+/(Na++ K+ + Ca2+) 

and Cl-/(Cl- + HCO3
-) as a function of TDS (Gibbs, 

1970). This would provide meaningful information 

about the relative importance of major natural 

mechanisms controlling water chemistry (Figure 5).   

The Gibbs ratios were calculated using the formulae: 

Gibbs Ratio I (for anion) = Cl-/ (Cl- + HCO3
-) 

Gibbs Ratio II (for cation) = (Na++ K+) / (Na+ + K++ 

Ca2+) 

Gibbs ratios for the groundwater samples were plotted 

against their respective total dissolved ions (Figure 5). 

Majority of the groundwater samples fall under the 

rock dominance area followed by evaporation 

dominance which suggests that the groundwater seems 

mostly to be controlled by chemical weathering of 

rock-forming mineral. 
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Figure 5.  Gibb's Ratio Diagram. 

CONCLUSION 

In order to bring this study to a systematically 

organized conclusion, the analyzed groundwater 

samples were processed by factor and cluster analysis, 

which are reliable tools in groundwater studies while 

dealing with large data sets. The factor analysis reveals 

that most of the groundwater samples are highly 

contaminated with the sea water interaction induced 

salinity as the study area located on the coast of the 

Bay of Bengal. Secondly the groundwater samples are 

polluted with sulphates and chlorides due to the 

agriculture activity and household refuses. In addition 

to this carbonate and bicarbonates are released into 

aquifers due to the action of atmospheric carbon 

dioxide on the weathering of the peninsular gneissic 

complex. High TDS and EC values increased due to 

the dissolution of minerals in the study area. Analyzing 

the cluster 5 cluster are created. The data reduction 

techniques for instance the cluster and factor analysis, 

revealed that silicate weathering, dissolution of 

chlorides and sulphates and rock-water interaction, are 

the main processes governing the groundwater 

chemistry in the study area. The bivariate plots indicate 

the chemical elements released into the aquifer from 

silicate weathering processes. Piper diagram indicates 

that about 90% samples fall in mixed Ca- Mg-Cl and 

remaining the 10% fall in Ca-Cl facies type. Gibb's 

diagram shows that water has interacted has  with the 

rock, as majority of samples fall in the field of rock-

water interaction. The study concludes that the study 

area is heavily influenced and contaminated with the 

dissolution of silicate minerals, weathering processes 

and intrusion of sea water from the coastal aquifer. The 

data reduction techniques have help considerably in 

identifying the key governing factors, controlling the 

hydrogeochemistry of groundwater in the study area. 

Which may help decision makers in managing 

groundwater resources of the study area in a better 

way. 
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ABSTRACT  

We present the field, petrographic and geochemical characters of two thorite bearing A-type granite 

plutons that occur as detached bodies around Gilkapadu and Ramreddipalem (GR) in the southern 

part of the Neoarchean Nellore Schist Belt (NSB) of Eastern Dharwar Craton (India). These 

granites are oval to sub-oval in shape, leucocratic to mesocratic in nature and deformed along the 

margins. Interestingly, both the granites are thorite bearing and are outcropped along NE-SW trend 

and exhibit discordant relationship with the host Mesoproterozoic Rapur granite exposed SE of 

Ramreddipalem.  

Petrographically, the GR granite consists essentially of K-feldspar, quartz and plagioclase with 

minor biotite. Zircon, epidote, apatite, titanite, monazite and opaques, constitute the accessory 

minerals. Textural studies indicate the presence of quartz-alkali feldspar intergrowths and 

micrographic textures. Mineral chemistry by EPMA studies helped in concluding the presence of 

uraninite and thorite. Major oxide analysis, indicate an average high SiO2 (70.83 wt %) and 

Na2O+K2O content (8.42 wt %) and low CaO (1.46 wt %) and MgO (0.74 wt %). Relative 

enrichment of Ba (430-1499 ppm), Zr (118-541 ppm) Y (25-150 ppm) and HREE is observed as 

compare to Sr content (19 ppm to 119 ppm). LREEs are relatively enriched when compared to 

HREE and has negative Eu anomaly. In Zr+Nb+Ce+Y vs major oxide and 10000 Al*Ga/Al vs trace 

element plots, the samples fall in A-type field, while in the trace element tectonic discrimination 

diagram, these granite exhibit within-plate granite (WPG) characters. In contrast to this, the granite 

plots in A2-type field of Y-Nb-Ce diagram, which is an indication that it is derived by differentiation 

of a continental tholeiite, with variable degrees of crustal interaction, or by direct melting of a 

crustal source. 

Keywords: Thorite bearing granite, Nellore Schist Belt, Eastern Dharwar Craton, Anorogenic 

magmatism 

INTRODUCTION 

A-type igneous suites constitute a major component of 

the continental crust, with roughly 30% basic rocks, 

18% intermediate rocks and 6% granites and syenites. 

In Precambrian continental terranes, most of A-type 

igneous rocks are referred to as anorogenic or cratonic 

(Lameyre et al., 1974) and are emplaced into non-

orogenic settings – both within plate and along plate 

margins. These granites presumably represent the most 

voluminous intraplate silicic magmatism and are often 

aligned in a linear or semi-linear manner across 

Precambrian cratons and are known to occur in all 

continents (e.g: Anderson, 1983; Anderson and 

Morrison, 1992; Rämö and Haapala, 1995; Subba Rao 

et al., 1998; Rajesh, 2000). 

Anorogenic granites are characterised by their distinct 

mineralogy, whole rock and trace element composition, 

form significant constituent of the Earth’s continental 

crust and are emplaced in extension tectonic setting (e.g: 

Loiselle and Wones, 1979; Collins et al., 1982; Whalen 
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et al., 1987; Eby, 1990, 1992). The petrogenesis of the 

Proterozoic A-type granites play an important role 

during evolution of different terranes, which include: (1) 

crystal–liquid fractionation, (2) incomplete separation 

of melts and source materials, (3) reaction between 

melts and surrounding wall rocks, and (4) mixing or 

mingling of coexisting magmas. Of these processes, 

crystal–liquid fractionation is significant in A-type 

granite magmas (Clemens et al., 1986; Tatsumi et al., 

1986; Collins et al., 1992; Stolz et al., 1996; Dall’Agnol 

et al., 1999; Dostal et al., 2004; Dostal and Chatterjee, 

2000). Based on difference in petrogenetic pathways 

Eby (2004), suggested further division of A-type 

granitoids into A1 and A2-types. The group with lower 

Y/Nb ratios (group A1, with Y/Nb<1.2) includes felsic 

rocks from oceanic islands and continental rifts; these 

granitoids were suggested to form an oceanic island 

basalt source in an intraplate or rift setting. Whereas, the 

group with higher Y/Nb (group A2, with Y/Nb>1.2) was 

proposed to form by a number of different mechanisms: 

from an island arc or continental margin basalt source, 

or from crustal sources such as tonalite or granodiorite, 

or even by partial melting of crust from which a melt 

was previously extracted (Eby, 1992).  

The Paleoproterozoic to Mesoproterozoic period has 

witnessed extensive anorogenic granite magmatism 

worldwide that resulted in events of significant crustal 

growth (e.g. Haapala, and Rämö, 1999). Southern India 

too witnessed extensive Proterozoic magmatism (e.g. 

French et al. 2008; Divakara Rao et al. 1999) while a 

significant event of Proterozoic granite magmatism was 

demarcated to the east of Cuddapah basin along the 

terrain boundary shear zone (Chetty and Murthy, 1994; 

Sesha Sai, 2013). Chetty and Murthy, (1994) further 

observed that the area between the Proterozoic 

Cuddapah basin to the west and the Eastern Ghats 

Mobile Belt (EGMB) to the east, defines a cryptic 

suture. Mesoproterozoic rift related magmatism resulted 

in the emplacement of alkaline complexes and mafic 

dykes in the EGMB and adjoining area in SE India (e.g. 

Ratnakar and Leelanandam, 1989; Ratnakar and Vijaya 

Kumar, 1995; Ratnakar, et al., 2008; Dobmeier and 

Raith, 2003; Upadhyay et al., 2006; Vijaya Kumar et al. 

2011). 

The study is aimed to present the succinct details of the 

field, petrographic and geochemical characters of a NE-

SW trending sub oval granite pluton around Gilkapadu 

– Ramreddipalem (GR), situated to the north of Rapur 

in the southern part of NSB, Eastern Dharwar Craton 

(EDC), India. This newly demarcated granite pluton is 

disposed to the north of the well-known Kandra 

Ophiolite Complex (Leelanandam, 1990; Sesha Sai, 

2009; Vijay Kumar et al, 2010) and is located close to 

the vicinity of the eastern margin of southern part of the 

Nallamalai Fold Belt (NFB).  

GEOLOGICAL SETTINGS 

The present study area is situated near the contact 

between the Nellore schist belt and Cuddapah 

basin/Nallamalai Fold Belt (Figure 1). The Neoarchean 

NSB of SE India mainly consists of metamorphosed 

volcano-sedimentary rocks that are intruded by syenites, 

alkali granites, granites and mafic rocks of Proterozoic 

age (e.g. Babu, 1998, Dobmeier and Raith, 2003;  2008; 

Dobmeier et al., 2006; Ghosh et al., 1994; Gupta et al., 

1984; Ravikant, 2010; Vijaya Kumar et al., 2010; Sesha 

Sai, 2013). The belt is accreted along the southeastern 

margin of Eastern Dharwar craton along the Vellikonda 

thrust front (e.g. Venkatakrishnan and Dotiwala, 1987). 

The Rapur proto orbicular granite (Srinivasan and Roop 

Kumar, 1995), that are well exposed around 

Raviguntapalle area, is located to the SE of the present 

study area.  

Granite gneiss that forms part of the unclassified 

Archean crystalline Complex are also exposed to the 

east and south east of Rapur, close to the eastern margin 

of Cuddapah basin (Meshram and Dharme, 2014). The 

thorite bearing GR granite bodies also falls within the 

Proterozoic granite magmatism zone, demarcated along 

the western margin of the NSB (Mitra et al., 2013; Sesha 

Sai, 2013). The Gilkapadu biotite granite is massive and 

occurs as semi oval outcrop occupying an area of about 

5 sq km, while the Ramreddipalem biotite granite occur 

as circular body covering an area of about 3.5 sq km. 

The both granitic bodies are located along NE trending 

axial plane of regional fold (Figure 1). Field studies 

indicate that both these granites are massive; however, 

along their margins they are deformed.  
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Analytical Technique 

Petrographic study and photomicrography were carried 

out using LEICA DM RX research microscope fitted 

with camera, at the Petrology lab, Geological Survey of 

India, Hyderabad. Whole rock major and trace element 

analyses were carried out at the Chemical laboratory, 

Geological Survey of India, Hyderabad. The X-ray 

fluorescence spectrometry was used to analyze major 

oxide, and ICP-MS (Perkin Elmer Sciex ELAN 600) 

was used to determine trace and rare-earth element 

concentration. The precision is <5% for all analyzed 

elements when reported at 100X detection limit. Several 

standards were run along with the studied samples to 

check accuracy and precision Whole rock chemical data 

is presented in Table 2.  

 

 

Figure 1. Geological map around Gilkapadu and Ramreddipalem (GR) area, showing different variants of 

Granitoids in the area. Inset map -Regional map of Cuddapah basin and Nellore schist belt (Meshram and Dharme, 

2014).

PETROGRAPHY 

Petrographic studies and modal compositions of 

representative samples (n-24) indicate that the 

Gilkapadu and Ramreddipalem granites fall in the 

granite field. In IUGS-QAP plot (Streckeisen, 1967), 

they fall close to the boundary of syenogranite-

monzogranite field indicating their MS suite character 

(Figure 2). Thin section studies indicate that these 

biotite bearing granites show hypidiomorphic texture 

and are essentially composed of alkali feldspar and 

quartz, with sub ordinate plagioclase and interstitial 

biotite (Figure 3A and B). Zircon, allanite, titanite, 

monazite and opaques are the accessory phases (Figure 

3C and D). 

 

Modal analysis of 24 nos. of representatives thin 

sections indicate that these granites predominantly 

consist of microcline microperthite, indicating 

exsolution, while plagioclase exhibiting twining is 

mostly albite with minor oligoclase. Plagioclases are 

partly sausaritised at places, and shows development of 

epidote and zoisite. Quartz is relatively fine grained, 

anhedral and shows undulose extinction. At places 

quartz-alkali feldspar intergrowths are noticed in the 

form of micrographic texture (Figure 3B). Biotite shows 

flaky habit, brown pleochroism and occurs interstitial to 

quartz and feldspar grains (Figure 3A). The accessory 

phases mainly consist of zircon, uraninite, thorite, 

epidote, zoisite, apatite, titanite and monazite (Figure 3).



336 
 

 

Figure 2. Position of the Gilkapadu and Ramreddipalem granites (n=24) in IUGS-QAP diagram 

 

Figure 3. (A) Photomicrograph of Gilkapadu and Ramreddipalem biotite granite showing its two mica 

character, microcline shows tartan twin while at places it is perthitic in nature. (B) Photomicrograph 

showing development of myrmekite along the margin of microcline exhibiting characteristic cross hatched 

twinning in Biotite granite. (C) Photomicrograph of showing euhedral zircon in biotite granite of Gilkapadu 

and Ramreddipalem. (D) BSE image of Gilkapadu and Ramreddipalem biotite granite shows association 

of sphalerite, galena, pyrite, uraninite and magnetite. (E and F) BSE image of Gilkapadu and 

Ramreddipalem biotite granite shows presence of thorite. 
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MINERAL CHEMISTRY  

Representative electron microprobe analyses of fresh 

feldspars, biotite, zircon, uraninite and thorite from 

granites are given in Table 1. 

Biotite 

Biotite is pleochroic, shows light brown to dark brown 

color and flaky habit. The biotite (n=3) (Gn/45, Table 1) 

in A-type granite shows average SiO2 - 34.11 wt%, 

Al2O3- 14.97 wt%, FeO- 30.28 wt%, MgO- 4.56 

wt%,K2O- 8.73 wt% and TiO2- 1.73 wt% and low 

contents of MnO, CaO and P2O5. Biotite is mainly 

annite in composition, which is common in A-type 

granites. 

Feldspars  

Potash feldspars are very common, shows tartan twining 

and fresh in nature. The potassic feldspar (Or-97.97) (n=8) 

(Gn/45, Table 1) shows  SiO2 - 63.37 wt%, Al2O3- 17.91 

wt%, K2O- 15.96 wt% with very minor amount of CaO-

0.001 wt% and Na2O-0.22 wt%. It also contain 

negligible amount of FeO, MgO, MnO, and TiO2.  

Plagioclase shows polysynthetic twining and fresh in 

nature. The plagioclase (Ab-98.25) (n=2) (Gn/45, Table 1) 

shows SiO2 - 69.08 wt%, Al2O3- 19.57 wt%, Na2O - 

11.01 wt% and with low amount of CaO-0.31 wt%. It 

also contain negligible amount of K2O, FeO, MgO, 

MnO, and TiO2.  

Accessory minerals: Zircon, Uraninite and Thorite 

Accessory, Zircon (n=7) (Gn/45, Table 1) showing 

averages of ZrO2 -65.91 wt% and SiO2-31.46 wt%. 

Uraninite (n=1)  (Gn/45, Table 1) shows UO2-76.92 

wt%, SiO2-7.84 wt%, CaO-2.53%, Y2O3-2.66 wt%, 

La2O3-0.39 wt%, Ce2O3-0.99 wt%, Pr2O3-0.13 wt%, 

Nd2O3-1.4 wt%, SmO-0.18 wt%, PbO-0.21 wt%, TaO2-

4.04 wt%, and ZrO2-1.45 wt%. 

Similarly, thorite (n=4) (Gn/45, Table 1) shows average 

ThO2-54.01 wt%, UO2-6.2 wt%, SiO2-18.89 wt%, 

Y2O3-5.86 wt%, CaO -1.45 wt%, La2O3-0.21 wt%, 

Ce2O3-3.1 wt%, Pr2O3-0.22 wt%, Nd2O3-1.9 wt%, 

SmO-0.47 wt%, PbO-0.08 wt%, ZrO2-2.58 wt%, 

Yb2O3-0.22 wt%, and Ag2O-0.25 wt%.  

GEOCHEMISTRY 

Geochemical studies indicate that GR biotite granites 

exhibit “calc alkaline trend” (Figure 4A) and 

characterized by high SiO2 - 70.83 wt % and (Na2O + 

K2O)- 8.42 wt % and low CaO - 1.46 wt % and MgO - 

0.74 wt % (average values, Table 2). Trace element 

analyses indicate enriched Ba (430-1499 ppm), Zr (118-

541 ppm) Y (25-150 ppm) and high REE, while Sr 

content (19 ppm to 119 ppm) is relatively low, these are 

revealing characteristics of A-type granites (Whalen, 

1987; Eby, 1990; 1992) (Table 2). REE geochemistry 

indicates relative enrichment of LREE and negative Eu 

anomaly. Enrichment of incompatible elements, 

particularly, high field strength elements (HFSE) and 

light rare earth elements (LREE) is a characteristic 

feature of the NSB Proterozoic granites (Sesha Sai, 

2013). Most of the samples exhibit metaluminous to 

peraluminous nature (Figure 4B). 
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Table 1. EPMA analysis of mineral phases from Gilkapadu and Ramreddipalem granite. 

Oxide Albite K-feldspar Oxide Biotite Oxide Uraninite Thorite Zircon Zircon 

SiO2 69.084 63.372 SiO2 34.116 SiO2 7.84 18.894 23.625 31.462 31.552 

TiO2 0.008 0.005 TiO2 1.731 P2O5 0.043 0.393 0.218 0.403 0.419 

Al2O3 19.575 17.91 Al2O3 14.975 CaO 2.531 1.459 1.602 0.002 0.03 

FeOT 0.011 0.014 Cr2O3 0.037 Y2O3 2.667 5.869 6.953 0.08 0.077 

MnO 0.001 0.001 FeOT 30.281 La2O3 0.392 0.215 0.108 0.057 0.019 

MgO 0.004 0.002 MnO 0.383 Ce2O3 0.99 3.109 2.86 0.019 0.039 

CaO 0.313 0.001 MgO 4.569 Pr2O3 0.134 0.223 0.162 0.022 0.029 

Na2O 11.011 0.228 CaO 0.027 Nd2O3 1.403 1.981 1.174 0.066 0.075 

K2O 0.036 15.968 Na2O 0.038 SmO 0.186 0.478 0.757 0.109 0.117 

Total 100.08 97.42 K2O 8.736 PbO 0.214 0.086 0.307 0.02 0.011 

Fe2O3 0.00 0.00 NiO 0 UO2 76.928 8.899 4.972 0.054 0.006 

FeO 0.01 0.01 Total 94.89 ThO2 4.049 58.018 54.746 0.044 0.032 

Total 100.08 97.42 Fe2O3 0 ZrO2 1.452 2.585 6.08 65.915 66.067 

Cations: 8(O) 8(O) FeO 30.28 Yb2O3 0 0.222 0.254 0 0 

Si 3.0055 3.0043 Total 94.89 Ag2O 0 0.253 0.271 0 0 

Ti 0.0003 0.0001 Cations: 22(O) Total 96.162 96.815 97.136 98.173 98.396 

Al 1.0038 1.0008 Si 5.541  

Fe+3 0 0 Ti 0.2114 

Fe+2 0.0004 0.0006 Al 2.8668 

MN 0.0001 0 Cr 0.0048 

Mg 0.0003 0.0001 Fe+3 0 

Ca 0.0146 -0.001 Fe+2 4.1131 

Na 0.9289 0.021 MN 0.0527 

K 0.002 0.9658 Mg 1.1062 

Total 4.957 4.9897 
Ca 0.0047 

Orthoclase 0.21 97.97 
Na 0.012 

Albite 98.25 2.13 
K 1.8102 

Anorthite 1.54 0.00 
Ni 0 
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Figure 4(A). Plot showing the calc alkaline character of the GR biotite granites (Irvine and Baragar, 1971). 

 

Figure 4(B).  Al2O3/(CaO+Na2O+K2O) vs Al2O3/(Na2O+K2O) relationship of GR biotite granites suggest 

their metaluminous to peraluminous nature (Maniar and Piccoli, 1989). 

 

Presence of high (Na2O+ K2O/CaO) ratio and high FeOt 

content in typical metaluminous to mild peraluminous 

granites and enriched Ba, Zr, Y, Rb with high REE 

content and low Sr content indicate their anorogenic 

nature (Whalen, 1987) (Table 2 and 3). Further, in 

Zr+Nb+Ce+Y vs major oxide (Figure 6A-B) and 10000 

Al*Ga/Al vs trace element plots (Figure 6C-D), the 

samples from this granite fall in A-type field, while in 

the Y vs Nb and Y+Nb vs Rb trace element tectonic 

discrimination diagrams (Pearce et al., 1984) the granite 

exhibit within plate granite (WPG) characters (Figure 

6A and B). In Y-Nb-Ce diagram (Figure 6 C) the GR 

granites plot in A2-type field (Eby, 1992). As suggested 

by Eby, (1992) this A2-type may be derived by 

differentiation of a continental tholeiite, with variable 

degrees of crustal interaction, or by direct melting of a 

crustal source. In primitive-mantle normalized 

spidergrams, these granites exhibit enrichment of 

incompatible trace elements in the form of K, Ba and 

Rb; LILE and Th, U Zr, Nb, REE, HFSE. However, it is 

noticed that there is relative depletion of Sr, P, Tb and 

Eu. Chondrite normalized REE plots for the GR biotite 
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granites show enrichment of Light rare earth elements 

(LREE) with conspicuous negative europium anomaly 

(Figure 7), characteristic of anorogenic granites.  

The heavy rare earth element (HREE) patterns are more 

or less flat. The ∑ REE contents vary from 294.62 ppm 

to 485.15 ppm and the Eu / Eu* ratio varies from 0.39 

to 0.57 (Table 3). The high SiO2 and Na2O + K2O 

content along with high incompatible element contents 

indicate an enriched lower crustal source that the GR 

biotite granites. The major- and trace-element 

compositions of the GR biotite granites are furnished in 

Table 2 and 3 for detail correlation.

 

 

Figure 5. Plots showing A-type nature of Gilkapadu and Ramreddipalem biotite granite, (A) Zr+Nb+Ce+Y 

vs. FeOt/MgO, (B) Zr+Nb+Ce+Y vs. (Na2O+K2O)/CaO, (C) 10000*Ga/Al vs. Ce, (D) 10000*Ga/Al vs.  

Zr (Whalen et. al., 1987). 

 

         

Figure 6 (A) (Nb-Y) and (B) (Y+Nb)-Rb plots showing the within Plate Granite (WPG) nature of the GR 

granites, north of Rapur, SE India (Pearce et al., 1984) 
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Table 2. Major oxide and trace element analyses of the Gilkapadu and Ramreddipalem granite. 

 
Table 3. Rare Earth Element analyses of the Gilkapadu and Ramreddipalem granite. 
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DISCUSSION  

A-type granites are interpreted to be derived from 

magmas that have an exclusively igneous source 

(Whalen et al., 1987), by partial melting of 

granodiorite or tonalite, or extreme fractionation of 

mafic magma (Loiselle and Wones, 1979).  Most 

calc-alkalic ferroan granitoids have high silica 

contents (>70% SiO2) and are generally 

characterized by lower Al2O3 contents (12 to 13.5 

wt %) when compared with typical I-type 

magnesian calc-alkalic granitoid series with Al2O3 

of >14 wt %. Examples include granites from 

Carajas, Brazil (Dall'Agnol and Oliveira, 2007; 

Oliveira et al., 2009), which were interpreted to 

form by melting of anhydrous continental crust.  

Experimental work by Shaw (1970) and Papousta 

et al. (2014) on whole-rock composition of A-type 

granite and intermediate rock applied batch partial 

melting geochemical models for specific highly 

incompatible trace elements (such as Nb, Rb, Th, 

and U), suggested that biotite granites could have 

been formed by similar degrees of partial melting, 

ranging between 20% and 40% of extracted melt. 

Similarly, the GR biotite granite have >1.2 Y/Nb 

and >3 Yb/Ta ratio, which suggest the significant 

role of crustal contamination or upper-crustal 

mixing or assimilation. 

Eby (1990, 1992) further subdivided A-type 

granitoids into two groups on the basis of trace 

element abundances, particularly the Y/Nb ratio. 

The biotite bearing GR granites are classified as 

A2-type granites in Y-Nb-Ce diagrams (Figure 6C) 

(Eby, 1992), suggesting that they are probably not 

fractionates of the mafic melts. A2 granitoids 

include a greater diversity of compositions, from 

metaluminous to peraluminous or peralkaline, and 

from alkalic to calc-alkalic. For examples, the 

potassic series of Pikes Peak granites and some 

Gardar granites belong to group A2 (Marks et al., 

2003; Smith et al., 1999). 

 

 

Figure 6(C). Y-Nb-Ce diagram (Eby, 1992) showing the A2-type nature of the Gilakapadu and 

Ramreddipalem granites, north of Rapur, SE India  
 

The A2-type (often referred to as post-collisional or 

post-orogenic), represented all A-type granitoids 

not derived by fractionation of an OIB-like magma. 

These granitoids were generally emplaced shortly 

after an orogenic period and may have originated 

by melting of mantle material with crustal 

interaction or solely by the melting of crustal 

material. Y/Nb and Yb/Ta ratios are relatively 

useful to understand the source characteristic of A-

type granites. A-type suites with Y /Nb < 1.2 are 

derived from sources chemically similar to those of 

oceanic Island basalts, while suites with Y /Nb > 

1.2 are derived from sources chemically similar to 

island arc or continental margin basalts. 
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Figure 7. Primitive Mantle (Figure A) and Chondrite normalized (Figure 2) REE plots for the GR biotite 

granite   north of Rapur, SE India.  

The biotite bearing GR granite of study area is 

geochemically quite distinct from the other granitic 

variants of the study area (Figure 1).  It shows strong 

depletion in Ba, Nb, Sr, P and Ti, and enrichment in Ga, 

which are indicative of strong fractionation. These 

granites, however, show low amounts of Zn (< 90 ppm; 

Table 1) (Figure 7).  Zn is generally more concentrated 

in mafic melts, and many A-type granites interpreted as 

partial melts of intermediate feldspathic rocks, having 

lower amounts of Zn (Jung et al., 1998; Wenner and 

Lloyd, 2006). These observations are comparable to the 

results of present study. Annite-rich biotite composition 

and major oxide analyses i.e., high SiO2, Na2O+K2O, 

Fe/Mg, Zr, Nb, Ga, Sn, Y and REE (except Eu) with low 

CaO and Sr contents, broadly indicate anorogenic nature 

of these granites. Textural evidence, and geochemical 

data suggest that biotite granite in the area formed from 

relative high temperature, water-understurated 

(Clemens et al. 1986), completely molten (i.e., restite 

free) magma. It displays petrological similarities to 

lower crustal rocks considered as A-type sources 

elsewhere, for example some of the Dharwar Craton 

biotite granites formed by anatexis of TTG-like sources 

(either old Peninsular gneisses or the TTG) (Subba Rao 

et al., 1992a,b). The overall geochemical characteristics 

of the GR biotite granites broadly indicate their 

anorogenic nature.   

CONCLUSIONS 

(i) Detailed field, petrological and geochemical 

studies brought to light on the new occurrence of A-type 

granite at Gilkapadu and Ramreddipalem areas, north of 

Rapur, along the contact between NFB and NSB 

(Eastern Dharwar Craton, India).  

(ii) Field studies indicate that this GR granite is 

leucocratic to mesocratic and deformed along the 

margins. It is a new and younger anorogenic granitic 

event, after the known orbicular Rapur granite in the 

area. 

(iii)  Petrographic studies establish that they 

mineralogically form part of syenogranite-

monzogranite field, indicating their MS suite nature. 

Mineral chemistry suggests that, K-feldspar is 

microcline (Or97), plagioclase is albite (Ab98) and biotite 

is annite (FeOT – 29.14 to 30.28%; MgO - 4.20 to 

4.56%) in composition. Textural studies indicate the 

presence of quartz-alkali feldspar micrographic 

intergrowth; a late stage magmatic texture.  

(iv) EPMA studies established the presence of 

uraninite and thorite in the GR Granite.  

(v) Their major and trace element characters shows 

high SiO2 and Na2O + K2O contents, low CaO and MgO 

contents along with enriched Ba, Zr, Y, Rb with high 

REE content and low Sr content indicate their 

anorogenic nature.  

(vi) The crustal contamination or upper-crustal 

mixing or assimilation has played a significant role, as 

suggested by >1.2 Y/Nb and >3 Yb/Ta ratios. 

(vii) The trace element ratios further suggest its A2 

nature, which are generally formed by partial melting of 

relatively anhydrous lower crustal rocks and are 

comparable with Pikes Peak granites, Colorado, USA 

and some Gardar granites, Gardar Province, Greenland 

that belongs to similar A2 group granitic intrusion 

during Mesoproterozoic period.  
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(viii) Further in the trace element tectonic 

discrimination diagram, the Gilkapadu and 

Ramreddipalem granites exhibit within plate granite 

characters.  
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ABSTRACT 

Cold wave frequency (CWF), minimum temperature trend and their anomalies for the winter season 

(December-February) over Varanasi (India), have been studied for the period 1984-2013. Conventional and 

robust statistical methods have been applied to analyze the winter temperature trends. The maximum and 

minimum value of mean minimum temperature ranges from 8.39˚C/year and 11.26˚C/year in 1997 and 

2009 respectively. Minimum temperature anomalies in winter season show 15 warmer and 15 colder 

conditions for the study period. The result indicates a systematic decrease in cold wave percentage from 

earlier (1984-1993) to last two decades (1994-2003 and 2004 to 2013) 52.1%, 26.1%, and 21.7%, 

respectively. The temperature analysis depicts that over Varanasi, average minimum temperature shows 

increasing trends with a change of + 0.039˚C/year during 30 years period. The cold waves are however 

marked by decreasing trend with 58.3% frequency change from earlier to recent decade and have become 

less frequent which may be due to the rapid growth of urbanization, industrialization and heavy pollution 

loads. But in contrary, a special occasion happened on 8th and 9th January 2013, which shows a long lasting 

with stronger intensity severe cold wave compared to last 30 years, which may be due to long spelled 

strong western disturbance. The cumulative wind speed and wind direction analysis shows that wind blows 

most commonly from the western side with an average wind speed of 1.98 knots for the period 1991 to 

2013 over Varanasi. 

Keywords: Cold wave events, Mann-Kendall test, Wind rose, Relative Humidity, Western 

Disturbance.Varanasi (india) 

 

INTRODUCTION 

Cold waves during winter are marked by a sharp and 

rapid fall of minimum and daily average surface 

temperature below certain thresholds. The northern 

parts of India especially the hilly regions and the 

adjoining plains are influenced by transient 

disturbances in the mid-latitude westerlies, which often 

have weak frontal characteristics. These are known as 

western disturbances (WDs). Nair et al. (2016) in their 

study, have described WDs as transient disturbances in 

the mid latitude westerlies and are followed by 

occurrence of cold waves mostly over the areas north 

of 20º N and rarely in areas south of this latitude. 

Varanasi lies in western Uttar Pradesh region of India 

and has a humid subtropical type of climate with some 

disparity in the temperatures of the seasons. 

Continental type of climate and winter rain arises due 

to western disturbance, may be the key factors in 

causing cold wave conditions in the city. 

Dash and Mamgain (2011) in their study have found 

significant decreasing trends in the frequency and 

spells of cold nights in the country as a whole and in 

the north except western Himalaya for the period of 

1969-2005.  Long-term changes in local and regional 

weather patterns are observed in many regions of the 

country. Yan et al., (2002) have studied extreme 

mailto:verma.sunita@gmail.com
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temperature trends of Europe and China. They 

concluded increases of warm extremes and decreases 

of cold extremes have accompanied the strong 

warming since 1961. Roy and Chatterji (1929) have 

also studied the probable origin of the cold wave in 

India. They have found an intense cold wave in the 

whole of the north-west and central part of India during 

the period Jan. 28 - Feb. 3, 1929. Based on different 

climatological features of cold wave and heat wave, 

many meteorological studies  have been reported like, 

Raghavan (1966, 1967), Bedekar et al. (1974), 

Subbaramayya and Surya Rao (1976), De and Sinha  

Ray (2000),  Pai et al. (2004) and De et al. (2005). 

Changes in the characteristics of surface air 

temperature over seven homogeneous regions in India, 

during the last century, have been examined by Dash et 

al. (2007) and Dash and Hunt (2007).  There are earlier 

studies too that examined the analysis of trends in 

intensity and frequency of heat and cold waves (e.g. 

Alexander et al., 2006; Wang and Ding, 2006; Varfi et 

al., 2009; Spinoni et al., 2015). Some studies have been 

carried out to understand the patterns of long-term 

temperature change across India.  

Similarly, Pramanik and Jagannathan (1954) studied 

maximum and minimum temperatures over India and 

they found that there is no general tendency for an 

increase or decrease in these temperatures. Jagannathan 

and Parathasarathy (1973), who analyzed the time 

series of mean annual temperatures over a set of eight 

Indian stations, concluded an increasing trend in the 

mean annual temperatures of Kolkata, Mumbai, 

Bangalore and Allahabad, and a decreasing trend at 

Cochin. Pant and Kumar (1997) in their study for the 

period 1881–1997 also reported that there is a 

significant warming trend of 0.57°C per hundred years. 

The magnitude of warming is higher in the post-

monsoon and winter seasons. Attri and Tyagi (2010) 

and Rathore et al., (2013) in their studies over India 

show steadily increasing trend of minimum 

temperature since 1991. This rate of increase is slightly 

more during winter than the rate of increase in 

maximum temperature. Besides, Bhatla et al., (2016) 

analyze the frequency of the cold wave and severe cold 

wave events for post-Monsoon and winter season 

during 1971-2010 over different stations of Eastern 

Uttar Pradesh, India. Apart from these studies, Gupta et 

al., (2018) carried out characteristic analysis and 

decadal variability of cold wave and severe cold wave 

events over Indo Gangetic Plain. Their study indicated 

a more frequent occurrence of the cold wave over 

Amritsar followed by Delhi, Agra and least over 

Kolkata, as Kolkata is adjacent to the ocean. Their   

result shows that in Amritsar, minimum temperature 

ranges from 4.3⁰C to 9.7 ⁰C with a mean of 6.4 ⁰C, 

while over Kolkata the spread of minimum temperature 

is rather on the higher side, with a minimum 

temperature of 12.62 ⁰C, maximum of 19.15 ⁰C and a 

mean of 15.06 ⁰C for 1984-2013.   

The main objective of this study is to analyze mean 

minimum temperature anomalies, trends and cold wave 

frequency during December, January, February (DJF) 

period over Varanasi, India since 1984-2013. The role 

of relative humidity in temperature change is also 

analysed during the study period. The wind rose plot 

gives an overview of dominant wind direction and 

speed for the winter period of 1991-2013. 

DATA AND METHODOLOGY  

Long term daily minimum temperature dataset at 1˚x1˚ 

grid resolution for period 1984-2013 during winter 

season (DJF) over Varanasi (25.34 ˚N and 82.97 ˚E) 

was obtained from Indian Meteorological Department 

(IMD). From this data, we have extracted Varanasi 

minimum temperature data at 25.34 ˚N and 82.97 ˚E. 

Averages of daily minimum temperature data have 

been calculated for the December, January, and 

February (DJF period), which implies (December 

previous year to February of reference year). Minimum 

temperature trends for the winter season (DJF) have 

been analysed by seasonal Mann-Kendall test. To find 

cold wave frequency, the IMD criteria 

(http://www.imd.gov.in/doc/termglossary. pdf) is followed. In 

this study, cold wave frequency was analysed for three 

different decades i.e. D1 (1984-1993), D2 (1994-

2003), and D3 (2004-2013). For the study of minimum 

temperature anomalies, we have taken yearly average 

temperature and climatology difference. Comparative 

study of daily maximum and minimum value of 

http://www.imd.gov.in/doc/termglossary.%20pdf
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relative humidity and minimum temperature during 

1991-2013 has also done in the present study. Relative 

humidity, wind speed and wind direction data for the 

DJF period was taken from IMD Observatory Ozone 

unit, Department of Geophysics BHU, Varanasi. 

STUDY AREA 

Uttar Pradesh is the most populous and the fourth 

largest state of India. It lies towards the north-central 

part of the country. It is divided into Western and 

Eastern Uttar Pradesh. Varanasi lies in the Eastern 

Uttar Pradesh, having coordinates   25.3˚ N and 83.0 2˚ 

E, and elevation, 86 meter . It is one of the seven 

sacred cities of Ancient India. It is located on the bank 

of River Ganga and expanded to 1528 Sq. km of area 

and cover 1.05% of forest. According to Köppen 

climate classification, climatic condition is humid 

subtropical type, with hot and humid summer and mild 

winter. Winter in Varanasi started from months of 

December to February, which slowly started freezing 

cold with the 5˚C temperature, because of cold winds 

from the Himalayas. The average rainfall is 1110 mm. 

The Different features and characteristics of Varanasi 

prove invaluable for temperature and cold wave 

frequency trend analysis. 

RESULTS AND DISCUSSION 

Trend Analysis of mean minimum temperature 

during winter   

Time series of average minimum temperature, 

presented in Figure 1 for the winter season of 1984-

2013 over Varanasi, has been analysed. A positive 

trend was observed in the average minimum 

temperature of Varanasi, which indicates an increase in 

minimum temperature from 1984 to 2013. The Mann-

Kendall test confirmed increasing trends at 5% 

significance level with a variation of minimum and 

maximum winter temperature between 8.39˚C/year 

to11.26˚C/year in 1997 and 2009, respectively. Sen’s 

slope defined the magnitude of the trend, which reveals 

average minimum temperature changed by 

+0.039˚C/year during 30 years period. Average 

minimum temperature anomalies for the period 1984 to 

2013 are shown in Figure 2. These anomalies are 

defined as yearly mean minimum surface temperature 

minus climatology (30 years average) of winter 

months. Warmer and colder temperatures from average 

values are defined as positive and negative departures. 

During 30 years studied period, Figure 2 depicts that 

year 2009 shows maximum temperature departure by 

+1.5˚C, while 1997 observed as the coldest year during 

which temperature departed by -1.3 ˚C. Further, it is 

also observed that the years 1987, 1994 to 1996, 1998, 

2005 and 2009 shows the significant positive anomaly 

of value more than 0.5˚C. Similarly, the years having 

less than 0.5˚C anomaly are 1985, 1989, 1992, 1997, 

2001 and 2013. 

 

 

Figure 1. Trend analyses of winter mean minimum temperature over Varanasi. 
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Figure 2. Mean minimum temperature anomalies in Varanasi during DJF period. 

The dataset in Table 1 indicates that Varanasi 

experienced a decrease in both maximum (0.85˚C) 

and minimum (-1.36°C) value of mean minimum 

temperature during the 1994-2003 period. While the 

later period of 2004-2013 is dominated by upward 

trends that are most strongly evident in mean 

minimum temperature (1.5°C for the maximum value 

of minimum temperature and -0.53°C for the 

minimum value of mean minimum temperature). This 

signifies that decadal variations of winter season 

mean minimum temperature has an increasing pattern 

from D1 to D3 decades. Earlier 1984-1993 decade, 

indicates minimum temperature decreased by -

0.33˚C/decade, while recent two decades D2 (1994-

2003) and D3 (2004-2013), show an increase in mean 

minimum temperature by 0.11˚C/decade and 

0.23˚C/decade respectively. Based on these results, it 

appears very likely that much of Varanasi has 

experienced an increase in the average temperature. 

 

Table 1. Maximum, minimum and average minimum temperature and their departure  

for D1, D2 and D3 decades. 

       D1(1984-1993)       D2(1994-2003)       D3(2004-2013) 

 Temperature Departure Temperature Departure Temperature Departure 

Maximum  of mean Tmin(˚c) 10.26 0.51 10.6 0.85 11.26 1.5 

Minimum of mean Tmin (˚c) 8.77 -0.98 8.39 -1.36 9.22 -0.53 

Average of mean Tmin(˚c) 9.42 -0.33 9.85 0.11 9.98 0.23 
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Frequency Analysis of cold wave during winter 

Comparative multi-decadal variations of cold wave 

percentage frequency for three different decades of 

DJF; D1 (1984-1993), D2 (1994-2003) and D3 (2004-

2013) over Varanasi, are shown in Figure 3. There is a 

systematic decrease in cold wave percentage from 

earlier (D1) to last two decades (D2 and D3). 52.1%, 

26.1% and 21.7%, respectively.  

Table 2 shows the temperature departure of daily 

minimum temperature from daily normal. During 30 

years of climatology; year 1984, 1985, 1986, 1989, 

1990, 1991, 1992, 1993, 1997, 1998, 2001, 2003,2008, 

2012 and 2013 recorded temperature drop of -4˚C to -

5˚C for less than 10˚C and -5˚C to -6˚C for more 

than10˚C normal temperature, which reveals cold wave 

conditions, While the years 1987, 1988, 1994, 1995, 

1996, 1999, 2000, 2002, 2004, 2005, 2006, 2007, 2009, 

2010 and 2011 indicates the complete absence of CW 

days.  In 1984 cold wave is observed on 31st January 

and 23rd February, whereas in 1985, CW prevailed on 

20th December. In the year 1986 and 1989, CW persists 

for two consecutive days i.e. 6th January and 7th January 

and 13th to 14th January respectively. During 1991, CW 

was prevalent on 3rd and 15th January. The year 2003 

recorded the maximum number of CW days on 14th, 

16th, and 23rd January during which daily actual 

temperature from daily normal was departed by -4.4˚C, 

-4.77˚C and -4.15˚C respectively. In the year 2013, 

CW events  occurred on 7th January and severe cold 

wave on 8th and 9th January which shows daily 

temperature departure of -4.55˚C, -6.19˚C and -6.86˚C 

respectively. During 1984 to 2013 periods Varanasi 

recorded a low temperature of 3.2˚C during January. 

The present study indicates that the occurrence of cold 

wave events during the winter season was more 

intensified in the month of January. 

 

 

Figure 3. Decadal variation of cold wave percentage frequency over Varanasi during 1984-2013. 
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Table 2. Daily minimum temperature departure during winter period of 1984-2013 over 

Varanasi. 

                                                              Varanasi 

Year Date Daily actual 

temperature (˚C) 

Daily normal 

temperature (˚C) 

Departure 

1984 

 
1985 

1986 

 
1989 

 
1990 

1991 

 
1992 

1993 

1997 

1998 

2001 

2003 

 

 
2008 

 
2012 

 
2013 

 

Jan-31 

Feb-23 

Dec-20 

Jan-06 

Jan-07 

Jan-13 

Jan-14 

Jan-03 

Jan-03 

Jan-15 

Jan-02 

Feb-22 

Dec-10 

Dec-23 

Feb-04 

Jan-14 

Jan-16 

Jan-23 

Dec-18 

Feb-01 

Dec-22 

Dec-25 

Jan-07 
 

5.26 

6.65 

5.09 

3.24 

3.71 

4 

3.6 

4.1 

4.12 

4.27 

3.97 

6.69 

5.34 

5.17 

5.05 

3.77 

3.91 

4.35 

5.41 

5.63 

4.85 

5.14 

3.31 
 

9.64 

12.34 

9.1 

7.7 

7.8 

8.07 

8.19 

8.2 

8.17 

8.4 

8.16 

12.2 

10.57 

9.23 

9.72 

8.19 

8.67 

8.5 

9.5 

9.76 

9.05 

9.21 

7.85 
 

-4.38 

-5.56 

-4.0 

-4.5 

-4.15 

-4.07 

-4.58 

-4.1 

-4.05 

-4.17 

-4.19 

-5.5 

-5.24 

-4.06 

-4.67 

-4.4 

-4.77 

-4.15 

-4.1 

-4.13 

-4.2 

-4.07 

-4.55 
 

 

Overall, cold waves are less frequent, with short 

intensity over the past 30 years, which may be due to 

the rapid growth of urbanization, industrialization 

and heavy pollution loads which restricts cooling by 

restricting the outgoing long wave radiation (OLR). 

Comparative analysis of Temperature and 

Relative Humidity 

Figure 4 shows the minimum temperature and 

Relative Humidity (RH) over Varanasi during 1991- 

 

2013, as the data is available only for that time 

period. The RH trend in Figure 4 indicates an inverse 

relationship with temperature, as temperature 

increases, the relative humidity is observed to 

decrease during most of the study period. This may 

be due to the fact that as the temperature increases, 

air can hold more water molecules and its relative 

humidity decreases. These decreasing trends of cold 

wave also reveal that presence of water molecules 

which trapped the OLR. 
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Figure 4. Comparative study of mean minimum temperature and relative humidity during 1991-2013.

Analysis of wind speed directions over Varanasi 

during DJF period 

        Figure 5 shows the wind direction conditions for 

winter season of 1991-2013, distributed over 16 wind 

directions and 6 wind speed classes, including calm 

conditions. The wind direction indicates that the wind 

blows mostly from western side (approximately 23% 

of the time).  In general, average wind speed remains 

1.98 knots during the study period. From the wind 

speed distribution shown in the wind rose plot, it is 

evident that wind speed ranges between 0.97-4.08 

knots are most common, whereas wind speed above 

4.08 knots are relatively weak.  

 

Figure 5. Prominent wind direction over Varanasi during winter period. 
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CONCLUSIONS 

This study investigated the trend of the winter 

temperature, cold wave frequency and minimum 

temperature anomalies for the DJF period over 

Varanasi during 1984-2013. The following conclusions 

may be drawn from the present analysis: 

• For Varanasi, the statistical trend was assessed at 

the 5% significance level. Varanasi, average 

minimum temperature shows increasing trends with 

a change of + 0.039˚C/year during 30 years period.  

• A maximum and minimum value of mean minimum 

temperature during 1997 and 2009 ranges from 

8.39˚C/year and 11.26˚C/year respectively. 

• During 1984-2013, the study of winter minimum 

temperature anomalies, 15 year shows positive 

anomalies and 15 years as negative anomalies.  

• The year 2009 shows maximum temperature 

departure by 1.5˚C, while 1997 observed as the 

coldest year during which temperature departed by -

1.3 ˚C. 

• A decadal variation of cold wave percentage 

frequency reported for the period 1984-1993, 1994-

2003 and 2004-2013. Study regions reveal a gradual 

decrease in the percentage of cold extremes from 

previous to recent decades. In Varanasi, 52.1%, 

26.1% and 21.7% of CW percentage observed 

during D1, D2 and D3 decades respectively. 

• Overall, the average minimum temperature for the 

DJF period increases and cold wave events has been 

decreased during 1984-2013 years of Varanasi and 

it is also observed that relative humidity is inversely 

related to minimum temperature. 

• The wind analysis over Varanasi shows that the 

most dominant wind direction is westerly (23%) 

with an average wind speed of 1.98 knots. These 

westerly winds may be responsible for the western 

disturbance, which causes winter rain towards the 

northern part of India and responsible for cold wave 

phenomena. 
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ABSTRACT 

This study assesses land use/land cover (LULC) with Accuracy Assessment (AA) in Chennur 

mandal of the Kadapa district (Andhra Pradesh), using satellite images and socio-economic data. 

Spatial and temporal elements of LULC were measured using Landsat 8 OLI/TIS images, 

following a supervised classification algorithm technique in ERDAS Imagine software. Accuracy 

of the Landsat-derived LULC maps are about 84%. The study indicated that considerable 

evolution of built-up areas and barren/waste lands in the study area of the Kadapa district resulted 

in significant decrease in the area of water bodies, agricultural land and the forest cover. The 

built-up land growth has been large due to rising population growth. Fast urban development 

through infilling of low-lying zones and clearing of forest regions affected the environment, as 

well as its economic development. The major LULC groups include agricultural land (55.28%), 

water bodies (5.45%), and built-up land (6.65%), forest (2.61%) and wastelands (30.01%). The 

present study can be used by decision makers to develop economically sustainable plan for the 

protection of environment. 

Keywords: Land use/Land cover, Accuracy Assessment, Remote Sensing, GIS, Kappa 

coefficient, Kadapa district  

INTRODUCTION 

LULC are  two unique advances  in recent past, which 

are being consistently used (Rawat, et.al., 2013). Land 

cover deals with the physical characteristics of the 

Earth's surface, like forest, water bodies, soil and other 

physical features, including those made by man-made 

activities. While, Land use, insinuates the way by 

which individuals and their characteristic environment, 

uses the land for beneficial needs  (Rwanga and 

Ndambuki, 2017) The LULC case of a region is a 

result of characteristic and financial related factors and 

their utilization by the man in all actuality. LULC is 

also related to the demands of increasing urbanization 

and thus, resulted into increase of population in 

present’s years. Changes in LULC use, don't really 

always suggest a degradation of the land (Rajasekahr 

et.al , 2017). In any case, LULC  is  driven by  

collection of social causes, impact biodiversity, water, 

and radiation spending plans, pursue gas releases and 

distinctive methodology, that get together to impact 

the air and biosphere  and affects  the regular 

environment (Rajasekhar et al., 2018a).  

The current technology of Remote Sensing (RS) 

incorporates both, aerial as well as satellite-based 

frameworks, which gather physical information on a 

redundant premise with speed alongside Geographical 

Information System (GIS), which encourages us to 

break down the information and streamlining the entire 

planning process. Application of RS data has made it 

possible to study the changes in land cover in lesser 

time, at low cost and with better accuracy (Rawat, 

2015). Further, geospatial methods are used to 

determine precise and convenient data on the spatial 

appropriation of LULC changes over a large region 

mailto:gsraju05@gmail.com
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(Rajasekhar et al., 2018b). Landsat 8 OLI/TIS images 

have been found useful to study the world's surface 

since last three decades (USGS, 2014). Furthermore, 

the entire Landsat record is now available for 

recognizing and checking changes in man-made and 

physical circumstances (Treitz and Rogan, 2004).  

Thus , LULC information is essential for the approval 

of land use plans  in a growing population scenario 

(Sudhakar et al., 2006).   

As a matter of fact, several articles have been written 

on LULC analysis of the surrounding areas, in 

particularly the semi- arid regions of Kadapa district, 

Andhra Pradesh, India, (Siddi Raju et al., 2018). 

Traditionally, the LULC approach in the regions 

depends on topographic and classification on LULC. 

However, in recent decades, field studies on the 

characteristics and behaviour of the LULC, as well as 

developments in the field of RS and GIS have 

strengthened the mode of detection of such changes 

(Rajasekhar et al., 218c). Generally the reference data 

is represented in the matrix columns, which are 

compared with the map data, represented in the matrix 

rows. The values in the matrix diagonal represent the 

agreement between the two data sets. The confusion 

matrix is considered a  valid method to represent the 

accuracy of LULC maps (Thenkabail et al., 2007).  

STUDY AREA 

The study area is located in the Survey of India (SOI) 

topo sheet No’s: 57 J/14, 57 J/13 and 57 N/2 on 

1:50,000 scale, and lies between 780 44' 25'' to 780 54' 

25'' E and 140 30' 0'' to 140 36' 28'' N (Figure 1), 

comprising a total geographical area of about 98.27 

km2. A prevalent examination soil overview of Kadapa 

district displays the event of selective soil grouping 

and their relationship in the study region. The Penna 

River is the source of water for agriculture, drinking 

and different activities for the people, who are living 

on the two sides of the stream. The groundwater table 

has radically gone down because of sinking of bore 

wells and sparse rain and the non availability of any 

surface water bodies. The location map of the study 

region is shown in Figure 1. 

METHODOLOGY  

The present study has been categorised into two 

groups: LULC classification and AA. The LULC 

grouping and AA, was done according to the procedure 

exhibited in Figure 2. 

 

 

 

 

 

Figure 1.  Location map of the Study area 
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                       Figure 2. Schematic of work flow for LULC and accuracy assessment. 

Table 1. Details of Landsat 8 OLI/TIS used for classification. 

 Types of 

data/Software Details of data Sources 

Landsat 8 Satellite 

Imagery Path/row:   144/50                          dated: https://earthexplorer.usgs.gov/ 

Land use/Land cover Classification 

Image Pre-Processing 

LULC classification carried out through supervised 

image classification in Erdas Imagine 2014 software, 

using Landsat 8 OLI/TIS satellite imageries over the 

study area, which were acquired form USGS Earth 

Explorer (https://earthexplorer.usgs.gov/). In the 

present study, an integrated use of multispectral 

satellite data is utilized for the generation of database 

and extraction of numerous LULC patterns.  Details of 

the data used are shown in Table 1. LULC parameters 

were analysed and classified into 5 classes, associated 

with their orientation in space (Sreenivasulu, et al., 

2014). The determination of the Landsat 8 OLI/TIS 

images was impacted by low cloud cover over the 

study area (Table 1). These images are pre-processed 

by clip methods using geospatial techniques such as, 

Erdas Imagine 2014 and ArcGIS 10.4 software’s. 

Land use/Land cover (LULC): Supervised 

Classification 

ERDAS Imagine 2014 software carried with 

supervised classification using maximum likelihood 

algorithm method, resulted into the LULC 

classification in the studied area. The underlying 

theory shows that these probabilities are the equivalent 

for all classes and typical dispersion of info groups. 

According to the signatures classification, five LULC 

types have been recognized in the present study: (i) 

https://earthexplorer.usgs.gov/
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Forest (ii) Irrigated land (iii) Barren /Wastelands (iv) 

Built-up land (v) Waterbodies. The supervised 

classification was associated after chosen Area of 

Interest (AOI), which is called training sites (Wolch et 

al., 2014). More than one training site was used to 

address a particular class. Figure 3 describes the four 

categories, Figures 3a to 3d. Figure 3a denotes the 

pixel reflection in the satellite imagery as red colour, 

which indicates agricultural fields in the earth surface. 

Figure 3b and 3c, shows blue colour in satellite image, 

indicating built-up land on the Earth surface as shown 

in Figure 3d. The training sites were selected in 

agreement with the Landsat Image, Google Earth and 

Google Map. 
 

 

 

Figure 3. Identification of training sites using Landsat image (Erdas Imagine 2014) and Google earth 

Training Sites 

The first step in undertaking a supervised 

classification is to define the areas that will be 

used as training sites for each land cover class. 

This is usually done by using the on-screen 

digitized features. The created features are called 

Area of Interest (AOI).The selection of the 

training sites was based on those areas which are 

clearly identified in all sources of images. In this 

study, one hundreds training sites have been 

identified. 

Extraction of Signatures 

 It  is  usually  done by using the on-screen 

digitized features (Punia et al., 2011), which  are 

called as AOI. In the present study, as mentioned 

earlier, one hundred training sites were recognized 

(Figure 4). 
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Figure 4. Schematic Signature Editor for LULC and accuracy assessment. 

RESULTS AND DISCUSSION 

Land use / Land cover by using Remote Sensing 

data 

Geospatial techniques are important to identify LULC 

in   a certain area. In order  to identify RS data, the 

selection of an appropriate method for detecting 

changes, is essential (Areendran et al., 2013). The 

LULC classifications in the present study were done 

utilizing Landsat 8 OLI/TIS, at a resolution of 30 m. 

The satellite information was used  in the wake of  a 

thourough field check  (Malaviya et al., 2010). The 

different LULC classes deciphered in the present study 

incorporate, agricultural land, built-up land, 

barren/waste land, forest, and water bodies (Figure 5). 

 

 

Figure 5. Classified map of study area. 
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Agriculture Land 

Agricultural land with plantations and manors, are 

considered in this category. The agricultural land of the 

studied region is about 55.28% (54.33 km2). Irrigated 

lands are categorised as areas with yield. Wet 

cultivated regions include areas with rice, paddy, 

groundnut, and vegetables plantation. Similarly, dry 

cultivation incorporates, Bengal gram, red gram, and 

groundnut, and etc. A total of 11 points collected on 

the basis of field work  

Forest 

Forest land includes thick and dense scrub of trees. The 

forest is recognized by their red to diminish green tone 

and moving in size having an irregular in shape with 

smooth texture. The forest lands are found on the N-W 

and N-E parts of the present study area. The complete 

region of vegetation is about 2.61% (2.56 km2), which 

covers thick and scrub backwoods. The general 

grouping of forest lands is scrubs and littler trees which 

are dominating in this class. In the satellite images, 

such vegetation/scrub is distinguished by the green 

tone with a smooth surface. These terrains are liable to 

degradation and disintegration. Such territories are 

distinguished from their yellowish tone and their 

relationship with uplands, and their unpredictable 

shapes. Land with such scrubs are found in the N-E 

part of the present study region. 

Built up Land 

Built up land is the land covered by settlements and in 

the present study area, they cover 6.6% (6.53 km2). It 

covers    urban areas, towns, villages, industrial and 

commercial complexes and institutions, including 

towns and villages like Chinnamachu Palli, Obulama 

Palli, Kanuparty, Dowthapuram, Duggana Palli, 

Balasingani Palli, Nazeera Palli, Rudgrabharathi Petta 

etc. The transportation in such   areas   is by roads.  

Water bodies 

The consolidated water bodies included both intrinsic 

and man-made water features, like rivers, streams, 

lakes, channels, tanks, and reservoirs, which appear 

dark in tone in the satellite imagery. The shallow water 

and significant water features appear in light blue to 

diminish blue in shading. Tanks with plantation are 

recognized by the square shape in blue shading tone, 

which includes little streams in forest regions. Tanks 

are generally concentrated in the centre of the region, 

with a few dry tanks disseminated around the eastern 

parts. Water bodies constitute about 5.45% (5.36 km2) 

of the area. 

Barren/Waste Land 

The wastelands, which do not bolster any vegetation, 

are categorized into salt-affected land, sandy regions, 

and rocky lands with and without scrublands. Such 

terrains are framed because of the physical properties 

of soil, temperature, precipitation, and neighbourhood 

characteristics conditions. In the present study area, it 

constitutes almost 30.01% (29.49 km2), major part of 

which occur in the south-western part. 

Accuracy Assessment 

 In grouping procedure, the role of Accuracy 

Assessment (AA) is quite vital. For  the significant 

accentuation for exactness evaluation, pixel choice was 

on zones that could be obviously distinguished on 

Landsat high-resolution image, Google Earth and 

Google Map     (Schull et.al, 2005). Image was 

characterised at 50 points. Topographical guides and 

Google Earth maps were utilized as a kind of 

perspective source to group the selected features 

(Dewan and Yamaguchi, 2016). Table 2 demonstrates 

the connection between ground truth information and 

the relating characterized information, revealed 

through the error matrix report. The Accuracy 

assessment can be computed by: 

The overall accuracy assessment = 
No.of correct points

Total number of points
 = 

42

50
= 84% 
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Table 2. Theoretical error matrix in LULC classification.  

Classified Wastelands Waterbodies Agriculture Forest Built-up 

Land 

Total Classified 

Points 

Wastelands 5 0 0 1 0 6 

Waterbodies 0 10 0 2 0 12 

Agriculture 0 2 9 0 0 11 

Forest 0 0 1 13 1 15 

Built-up Land 0 0 1 0 5 6 

Total Classified Points 5 12 11 16 6 50 

Total Corrected 

Reference Points 

42  

Total "True" Reference 

Points 

50 

 

Table 2 shows a theoretical confusion matrix (error 

matrix) of a LULC classification. The columns of the 

confusion matrix show to which classes the pixels is in 

the validation set belong (ground truth) and the rows 

show to which classes the image pixels have been 

assigned to in the image. The diagonal show the pixels 

that are classified correctly. Pixels that are not assigned 

to the proper class do not occur in the diagonal and 

give an indication of the confusion between the 

different land-cover classes in the class assignment.  

Furthermore, the off-diagonal elements in the rows of the 

confusion matrix, divided by the total number of pixels 

assigned to the Landsat image class corresponding to the 

row, represent the commission errors and describe the 

confusion between that image class and describes the other 

land-cover classes. The commission errors describe the 

chance that a pixel that has been assigned to a particular 

class actually belongs to one of the other classes.  

Moreover, this study considered other metrics derived 

from the error matrix to further describe accuracy 

assessments including; commission and omission error, 

sensitivity and specificity, positive and negative 

predictive power and Kappa statistics. Information on 

these concepts can be found in Fielding and Bell 

(1997)  

KAPPA analysis is a discrete multivariate technique 

used in accuracy assessments (Jenness, et al, 2007). 

The Kappa statistics are also computed based on 

formulation given below:  

Sensitivity = 
𝑎

𝑎+𝑏
 (Equivalent to Producer’s Accuracy) 

Specificity = 
𝑑

𝑐+𝑑
 

Commision Error = 1- Specificity 

Ommision Error   = 1- Sensitivity 

Positive predictive Power = 
𝑎

𝑎+𝑏
 (Equivalent to User’s 

Accuracy)\ 

Negative predictive Power = 
𝑑

𝑐+𝑑
 

where: 

a = number of times a classification agreed with the 

observed value 

b = number of times a point was classified as X when 

it was observed not to be X.  

c = number of times a point was not classified as X, 

when it was observed to be X.  

d = number of times a point was not classified as X 

when it was not observed to be X. 

Total points = N = (a + b + c + d) 
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KAPPA analysis yields a Khat statistic (an estimate of 

KAPPA), that is a measure of agreement or accuracy 

(Congalton, 1991). The Khat statistics can be 

computed as; 

K = 
𝑁 ∑𝑖𝑟=1𝑥𝑖𝑖 − ∑𝑖𝑟=1 ( 𝑥𝑖 + 𝑋𝑥+1) 

𝑁 2 − ∑𝑖𝑟=1( 𝑥𝑖𝑖 𝑋𝑥+1 )
  

Where; 

r = number of rows and columns in error matrix, N = 

total number of observations (pixels) 

Xii = observation in row i and column i, 

Xx = No. of points correctly classified 

Xi = marginal total of row i, and X+i = marginal total 

of column i. 

A Kappa coefficient close to 1 suggests impeccable 

affirmation, whereas close to zero, infers that the 

comprehension is no better than would be ordinary by 

chance. As indicated by (Treitz and Rogan, 2004), 

rating criteria of Kappa statistics  is reproduced in 

Table 3.  

 

Table 3. Rating criteria of Kappa statistics. 

S.No Kappa statistics Strength of agreement 

1 <0.00 Poor 

2 0.00 - 0.20 Slight 

3 0.21 - 0.40 Fair 

4 0.41 - 0.60 Moderate 

5 0.61 - 0.80 Substantial 

6 0.81 - 1.00 Almost perfect 

Using the formulae equipped accuracy assessment 

section, diverse precision evaluating parameters were 

enrolled and arranged in Table 4 and Table 5. The 

results from the AA showed a general accuracy found 

from random sampling process for the images to be 

about 84%. User’s accuracy extended from 81.82% to 

86.67% while producer's accuracy ranged from 81.25% 

to 100% (Berberoglu and Akin, 2009). The wide scope 

of accuracy demonstrates extreme disarray of 

barren/waste land with other LULC classes. The 

proportion of producer's accuracy (sensitivity) reflects 

the precision of forecast of the particular classification. 
 

Table 4. Category wise accuracy assessment statistical parameters. 

Observed proportion of 

agreements (Po) 

Expected proportion of 

agreement (Pe)  

Kappa coefficient 

(K) 

0.9674 0.85 0.782 

0.8795 0.613 0.689 

0.8632 0.805 0.298 

0.9609 0.818 0.785 

0.9674 0.793 0.843 

0.9707 0.547 0.935 
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Table 5. Category wise accuracy assessment statistical parameters. 

Percentage Accuracy 84.00   

User Accuracy 
Producer 

Accuracy 

Wastelands 83.33 100.00 

Waterbodies 83.33 83.33 

Agriculture 81.82 81.82 

Forest 86.67 81.25 

Built-up Land 83.33 83.33 
 

The User's accuracy replicates the unwavering quality 

of the grouping to the user. User's is the more 

important proportion of the classification's real utility 

in the field. Barren/Waste land was observed to be 

progressively dependable with 100% of user accuracy. 

The commission error replicates the focuses which are 

incorporated into the classification while they truly 

don't belong to that category. For example, the 

commission error is most astounding in the built-up 

zones which implied that increasing number of points 

(Rwanga and Ndambuki, 2017) which don't fall under 

this classification are classified as built up areas. 

Similarly, the omission replicates the number of points 

which are excluded in the class while they truly have a 

place with the classification. 

The omission error, if there should be an occurrence of 

Barren/uncovered land, is increasingly (0.7333) with 

10 which really have a place with this classification 

not being sorted in this class. In this present study, a 

general Kappa coefficient of 0.722 was estimated 

which is evaluated as significant. Aside from generally 

characterization accuracy, the above-individualized 

parameters give a classifier an increasing point by 

point depiction of the model execution of the specific 

class or classification in study, as  appears in Figure 6. 

 

 

Figure 6. Landsat (classified) image of the study area covered with 50 points from random  sampling. 
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CONCLUSIONS 

Remote sensing is vital for the generation of LULC 

maps which should be possible through a strategy 

called image classification. The goal of this research 

was to characterize and outline LULC of the study 

region utilizing RS and GIS technologies and 

furthermore to complete precision evaluation so as to 

survey how well classification functioned.  The 

supervised classification was performed utilizing Non-

Parametric Rule. The image was grouped into five 

classes; agriculture (54.33 km2), water bodies (5.36 

km2), built-up land (6.53 km2), forest land (2.56 km2) 

and barren/waste land (29.49 km2). The agriculture 

land was the prevailing kind of Land use, which covers 

about 55.28% of the total investigation. The likewise 

classified image should be evaluated for accuracy, 

before the equivalent could be utilized as the 

contribution for any applications. Individual accuracy 

assessment parameters are valuable to survey the 

model execution in regard to a specific classification/ 

class of specific interest for the study. In this 

investigation, the accuracy assessment was performed 

utilizing error matrix. The present study had an overall 

classification accuracy of 84% and kappa coefficient of 

0.722. The kappa coefficient is evaluated as 

considerable and henceforth the grouped image 

observed to be fit for further research. 
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ABSTRACT 

Quartz Feldspar Porphyry (QFP) occurs as a dyke body intruding into the granitoid country, located 

near Namala Gudi temple, on the way to Kadiri from Pulivendula. It runs for about 6-8 km in the 

NNE-SSW direction. It has phenocrysts of quartz and feldspars in a fine grained matrix of the same 

material. Due to the higher incidence of K-feldspar, the rock has more pink color. At Namalagudi 

area, this shows extensive brittle deformation. All along the strike, the features remain same, but 

not the brittle deformation. The quartz appears to have two populations, viz., phenocrysts – the 

average size is 5 mm (maximum 7 mm) with the ground mass containing grains of less than 0.1mm. 

The larger grains appear to have nucleation for the growth of the crystal and commonly contain 

melt inclusions and secondary fluid inclusions.  

Key words: QFP, Phenocrysts, K-feldspar, Brittle deformation, Fluid inclusions. 

INTRODUCTION 

The QFP (Quartz feldspar porphyry) (Rose, 2007) dyke 

body is located in the topographical map of 57J/3 of 

Survey of India. It is covered between the 14o 18´ 48´´ 

and 14 o 20´ 20´´ North latitude and 78 o 10´ 21´´ and 

78° 12´ 35´´ East longitude, there by covering nearly an 

area of about 12 km2. This appears to be the first report 

of QFP occurring as dyke body in this area. The nearest 

township is Pulivendula of the Kadapa district. This 

granitoid terrain is traversed by number of basic dykes 

ranging in composition from olivine dolerite to normal 

dolerite. But there is the conspicuous Quartz Feldspar 

Porphyry (QFP), seen intruding into the granitoid 

terrain and further going below the sediments of the 

Cuddapah Super group, indicating that it is younger 

than the granitoids and older than the Cuddapah 

sediments, i.e., the Gulcheru Quartzite of the Papaghni 

Group. The dyke body occurs as strike ridge dipping 

steeply towards the west. The outcrop occurring near 

the temple Namalagudi, is the major one. It is located 

on the right side of the Pulivendula–Kadiri new road 

(SH–28). This outcrop runs nearly for about 1.75km in 

the NNE - SSW direction and has a height of 20 m. 

After 1.75 km, it occurs as discontinuous outcrops and 

runs further for about 1km in the SSW direction having 

a height less than 20 m. The third QFP is located south 

of the Vepalapalle village, where the outcrops have an 

almost east–west trend and runs for less than 500 m 

with a height of 20 m. 

Petrologically, this rock consists of quartz and feldspar 

occurring as phenocrysts. The matrix is also of the 

same material but is of fine grained nature. Due to the 

higher incidence of K-feldspar, the rock has more pink 

color. On way to the village Subbanaguntapalle, the 

QFP has dark brown matrix with phenocrysts of 

feldspar. This is overlain by the pink variety of QFP. In 

addition, in the stream section, adjacent to the road on 

way to Subbanaguntapalle, there are a few outcrops of 

QFP with enclaves of green chloritic material. In 

addition, there are many dolerite dyke events that criss-

cross the granitic terrain. In fact the basic dyke cuts the 

QFP, reflecting that the latter is the first event of 

dyking activity. The country rock is represented by 

peninsular gneiss in the southern part, intruded by 

younger various granitoid events in the northern part of 

the area under report. The event stratigraphy of the 

granitoids and the dyking activity has also been worked 

out. Quartz veins trending mainly east-west, represent 

the youngest phase of igneous activity. 

GEOLOGICAL SETUP 

Event stratigraphy of the granitoids (Early Units)  

The country rock is mainly granitoid in nature. There 
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are nearly seven phases of granitic activity in this area, 

established mainly by the nature of occurrence in the 

form of xenoliths and cross cutting nature. The first two 

phases of granitoids, i.e., G1 and G2 (Figure 1a) are of 

mainly tonalitic in composition. The G3 is medium to 

coarse grained and is more like granodiorite with 

higher incidence of plagioclase feldspar (Figure 1b). 

The mafic mineral is mostly hornblende and its 

incidence increases to make it as mesocratic at places, 

which can be seen in good number in hills. The G4 is 

granitic in composition and can be called grey granite 

(Figure 1c). Compared to G3, this is fine grained and 

has limited occurrence. The G5 is fine grained pink 

granite that has intruded other granitoids (Figure 1d). 

Its end phase is pegmatoidal in nature and has 

impregnated the coarse grained pink feldspars in to the 

other granitoids. The G6 is more like leucogranite with 

insignificant mafic minerals (Figure 1e). It is fine to 

medium grained and occupies the maximum area under 

the study. The entire western part of the study area is 

covered by this. The G7 is the pegmatoidal event 

(Figure 1f), related to G7. These may form the early 

units of the area (Javier Gil, 2010). 

Dyking activity in the study area (late units) 

All the dyke bodies when viewed in the satellite image, 

have similar spectral signatures, i.e., have similar tone 

and morphology (land form) – i.e., linear ridges, but 

slight difference in texture. Hence close and detailed 

field study is essential to record the differences 

between them. As mentioned before, the QFP forms 

one of the most interesting dyke body, hence forms the 

main aspect of the present study. The other dyke bodies 

are also studied. 5 dyking events have been identified 

by studying the cross cutting relation of the dykes. All 

the dyking events are considered as late units (Javier 

Gil, 2010). 

 

                     

   

 

 

 

                                                  (a) (b) 

 

 

 
 

 

                                                  (c)    (d) 

 

 

 

 

 

                                                   (e)   (f) 

Figure 1. Event stratigraphy of the granitoids. (a) The youngest is the seventh phase G7 is pegmatitic, 



369 
 

(b) The sixth phase G6 is represented by leuco granite, (c) The fourth phase G4 intrude by the fifth 

phase G5, (d) The third phase G3 as enclave in the fourth phase G4, (e) The first phase, G1 and G2 in the 

third phase, G3. (f) The close-up of the G3 

 

Quartz Feldspar Porphyry Dyke (QFP) 

Based on the field evidence, i.e., cross cutting 

relationship between the dykes, the relative ages 

of the dyking episodes have been worked out. 

The dykes of Quartz - Feldspar Porphyry (QFP) 

are considered to be of the first episode. (Dy1). 

Further, the 5 phases of dyking activity can be 

seen in the area through the Google Earth 

satellite image (Figure 2). 

The QFP has intruded into the country rock that 

is a granitoid. (Figure 3) The contact between 

the QFP and the country rock near the temple is 

marked by a brittle shear zone. It trends NNE-

SSW and the rock is highly shattered. The 

contact also shows fine grained nature of QFP, 

reflecting the contact effect. 

 

Figure 2.  Study area showing QFP and other field details on Google Earth Image. 

 

 

Figure 3. The field set up of the QFP (Dy1). 
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MEGASCOPIC CHARACTERISTICS 

Near the temple Namalagudi area, the porphyry has 

flesh red color with the porphyries of K- feldspar, 

quartz and plagioclase feldspar (Figure 4). The matrix 

is fine to medium grained and is also pink in color, 

indicating the presence of fine to medium grained k-

feldspar. The quartz appears to have two populations of 

phenocrysts (Figure 4) and the average size is 5 mm 

with the ground mass containing grains of less than 

0.1mm. The larger grains measure up to 7mm and 

appear to have nucleation for the growth of the crystal. 

The quartz grains are sub-rounded (Leonard et al., 

2005).  

In the photograph (Figure 4) the quartz reflects half 

white color, whereas the K-feldspar reflects pink to 

light pink color. Matrix also varies from light pink to 

deep pink. The matrix at few places, that is seen at the 

lower of the hills of QFP, is fine grained and greenish 

material with phenocrysts and of quartz and feldspar, 

the later invariably show nuclei. There are phenocrysts 

that show sub-hedral to euhedral shape and the 

phenoclasts are mostly anhedral with angular 

fragments (Figure 5). There are a few feldspar crystals 

that show dark colored nuclei (Figure 5). This is seen 

on way to the village Subbanaguntapalle (Figure 5), 

where it is overlain by the pink variety of QFP (Figure 

4). In addition in the stream section, adjacent to the 

road on way to Subbanaguntapalle, there are a few 

outcrops of QFP with enclaves of green chloritic 

material. 

  

Figure 4. Megascopic features of QFP. (Field 

Feature). 

Figure  5. A variety of QFP with greenish grey 

matrix (Field Feature). 

MICROSCOPIC CHARACTERISTICS 

Mineralogy 

Amongst the major minerals quartz and feldspar form 

the major constituents. Anhedral quartz and anhedral to 

subhedral feldspar phenocrysts constitute major 

percentage in a thin section. Sub-rounded to rounded 

quartz is seen as phenocrysts, with a groundmass 

consisting of grains <0.1mm in size (Figure 6a-c). The 

minerals appear to have grown around a black colored 

nucleus. Similar views were expressed by Leonard et 

al., (2005).  

Further, two populations of quartz is seen,  (i) a large 

subhedral quartz phenoclasts in contact with smaller 

numerous quartz grains,and (ii) a large phenocryst with 

melt and fluid inclusions, where the surrounding melt 

was seen trapped by the growing quartz along the grain 

boundary (Leonardetal., 2005). These features are 

reflected in the Photomicrographs (Figures 7a-b). 

Feldspars are present in major proportions in every 

sample, but have undergone extensive serisitization. 

Orthoclase phenocrysts are frequently 

glomeroporphyritic and form clusters of numerous 

crystals (Figure 8). Inclusions of aggregates of opaques 

and titanite (?) are found in the cores of many 

orthoclase crystals (Leonard et al., 2005). 
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                    (a) (b) (c) 

 

Figure  6. Photomicrographs showing euhedral and subhedral quartz (Qtz), with secondary fluid inclusions. The 

subhedral quartz reflects that they are corroded and sorbed (Figures a,b) (a) Under polarized light, (b) under crossed 

nicols, (c) Under crossed nicols. 

 

 (a) (b) 

 

Figure 7. (a) Photomicrographs reflecting large subhedral quartz Phenocryst in contact with smaller numerous 

quartz grains, (b) Photomicrographs showing a large phenocryst with melt and fluid inclusions (Fi). 

 

 

Figure 8. Photomicrograph reflecting the Glameroporphyritic orthoclase (Ort) (form of clusters of numerous 

crystals) - Under crossed nicols. 

Groundmass / Matrix 

The ground mass is constituted mainly by the quartz 

and feldspar of minor size and are mostly subhedral to 

euhedral, as observed in the figures (6) to (9). 

Inclusions of apatite, zircon, chlorite, Fe- sulphide and 

rutile are observed (Figure 9a-9f). The dyke’s 

groundmass mineralogy generally consists of fine 
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grained quartz, plagioclase and orthoclase with 

accessory biotite, chlorite, muscovite, pyrite, and 

calcite, and rutile, ilmenite. Chlorite appears to be local 

alteration product of reddish brown biotite. Chlorite is 

associated with calcite and arrow calcite veins occupy 

micro fractures, suggesting late paragenesis. Individual 

calcite grains contain pyrite inclusions (Leonard et al., 

2005). 

                  (a) (b) (c) 

 

(d)                                             (e)                                   (f) 

 

Figure 9. Photomicrographs of Quartz Feldspar Porphyry. (a) Biotite (Bi) with other accessories, (b) Rutile (Rt) with other 

accessories, (c) Chlorite (Chl) with other accessories, (d) Carbonate with other accessories, (e) Fe-oxide (Fe-O) with other 

accessories, (f) Quartz (Qtz) with melt-inclusions  
 

Texture 

The study of textures is essential to understand the 

history of cooling and solidification (Bryon et al 1995). 

The Quartz Feldspar Porphyry exhibits resorbed quartz 

phenocrysts, graphic texture and granophyric textures 

(Streckinson, 1974; Vernon, 2018). Resorbed texture is 

very well reflected by the quartz phenocrysts (Figure 

10). The margins of the clasts / crystals are affected by 

the residual liquid, resulting in the formation of dents 

in the outline of the mineral.  Graphic or runic 

intergrowth between quartz and feldspar (Leonard et 

al., 2005) is very conspicuous in almost all the thin 

sections (Figure 11). Granophyric intergrowth between 

quartz and feldspar is also seen in almost all the thin 

sections (Figure 12). 
 

 

Figure 10. Photomicrographs showing resorbed quartz phenocryst. 



373 
 

 

Figure 11. Photomicrograph showing graphic or runic intergrowth between quartz (Qtz) and feldspar 

(Fl). 
 

 

Figure 12. Photomicrograph showing granophyric intergrowth between quartz (Qtz) and feldspar (Fl). 

CONCLUSIONS  

The study of the QFP has led to the following 

conclusions. 

(i) It is a unique rock in the local geological set up. 

(ii) There are seven events of the granitoid activity that 

can be recognized as early units. 

(iii) Intruding the granitoids is the QFP, that has very 

clear reflection of porphyritic nature and it is seen as a 

first phase of intrusive into the granitoid country. In 

addition to this, there are nearly four phases of basic 

intrusives that could be identified by the crosscutting 

relation in the field. These are recognized as late units. 

(iv) The phenocrysts are K-feldspar, quartz and 

plagioclase feldspar. Quartz has two populations, viz., 

the smaller and the bigger. The main outcrop is pink in 

color with the matrix reflecting light pink to pink color 

indicating the same composition, (higher incidence of 

k-feldspar) but finer in grain size. 

(v) Another variety of QFP, with dark grey matrix and 

phenocrysts of plagioclase feldspar is noticed 

occurring below the pink variety. The phenocrysts 

have dark colored nucleus. 

(vi) Fluid inclusions are seen in almost all phenocrysts. 

Texturally, this rock exhibits glameroporphyritic K-

feldspar and graphic and granophyric intergrowths 

between quartz and alkali feldspar are also seen 

extensively. 
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